Effects of 2D Geometric Transformations on Visual Memory

Heidi Lam*

Ronald A. Rensink*

Tamara Munzner*

University of British Columbia

Abstract

We examined the effects of geometric transformatiand their
interactions with background grids on visual memtryprovide
interface design guidelines.  We studied scalingtation,
rectangular fisheye, and polar fisheye transforomati Based on
response time and accuracy results, we definaat@st zone for
each transformation type within which performanc@maffected.
Results indicated that scaling had no effect doovattleast 20%
reduction. Rotation had a no-cost zone of up tadgrees, after
which the response time increased to 5.4 s fronBthhes baseline
without significant drop in accuracy. Interestingpolar fisheye
transformation had a lesser effect on accuracy thamectangular
counterpart. The presence of grids extended tkeses and
significantly improved accuracy in all but the poléisheye
transformation trials. Our results therefore pded guidance on
the types and levels of nonlinear transformatidmst tould be
used without affecting performance, and providesigints into the
roles of grids on visual memory and transformations

CR Categories: H.1.2[Models and Principles]: User/Machine
Systems—Human information processing H.5.2[Inforovatin-
terfaces and Presentation]: User Interfaces—Evaluatiethodol-

ogy

Keywords: Information visualization; visual memory; geonietr
transformations

1 Introduction

Geometric transformations are widely used in imatezf design,
particularly in visualization systems where the amto of
information to display exceeds available screeplati®n, and in
situations that require navigation through a twa- tbree-
dimensional scene. For example, rotation has hessd to
navigate in network graphs displayed using a rddiaiut [Yee et
al. 2001]. Scaling is extremely popular in intedfadesign; for
example, thumbnails are widely used as icons. timfately,
scaling only works to a certain extent. When tlze sf an image
is reduced too far, its details become indisceenibDne possible
remedy is to selectively scale the image such risdability can
be preserved for the part of the image that isvegleto the user,
while the rest remains available in a reduced foonserve as
context for orientation. The class of Focus+Contexhniques
does so by providing both an unscaled focus andaked-down
context in one integrated image [Leung and Apperl©p4,
Skopik and Gutwin 2005]. Focus+Context can beizedlusing a
nonlinear transformation calldisheye transformation, which has
two main variants: rectangular and polar [Leung #@mperley

1994, Sarkar and Browtf92]. There exists a large body of work

using the fisheye transformation, including thehEige menu for
text lists [Bederson 2000], calendar on small stsg8ederson et
al. 2004] and 2D graph display for large informatispaces
[Bartram et al. 1995].
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While scaling, rotation and fisheye transformatiaas provide
benefits in visualizing information, there is a dan that the
transformed image may be too distorted to remabogeizable.

This issue is a serious usability concern, sinaauseed to be
able to retain, or at least compensate for, theentation in the
visualization after the transformation. They ate®d to be able to
associate the components in the display before aftet the

transformation to equate the two views as the samet least
holding the same information. Unfortunately, tlifeets of these
transformations on human perception are largely nank.

Existing rule-of-thumb guidelines suggest ways tansform

images with minimal disruption. These guidelinedude:

* Maintain orthogonal ordering (left-right, up-dowrrdering),
proximity (distance relationships between objeats) topology
(inside-outside relationships) of the original irdilisue et al.
1995];

e Use visual cues to support the user's comprehension
geometric distortion [Carpendale et al. 1997]. Kmound
grids have been suggested as the most effectivéhede
[Zanella et al. 2002], as used in EPT [Carpendads. 4997].

¢ Use animation to retain the relationships among pmments
displayed during transformation, and to avoid reaigsting the
new display [Robertson et al. 1989]. Many visudlians
involving geometric transformation follow this pciple, with
earlier adopters being Pad++ [Bederson and Hol@84[land
Table Lens [Rao and Card 1994].

While these guidelines may provide designers wattmes hints for

handling geometric transformations in an interfabhey are based
mostly on casual experience, and are not detaileglantitative

enough for actual implementation. Clearly, diffégraypes of

geometric transformations and different degreesasfsformation

incur different amounts of perceptual costs. Kmawihese costs
would help designers gauge cost-benefit tradeoftheéir applica-

tions. Quantifying the effectiveness of varioushi@ques sug-
gested by these guidelines to mitigate transfoonatiosts would
be also helpful. For example, since smooth anonatiay impose
a heavy computational load, it would be useful tmmify the

largest degree of transformation “jump” we can pptaally

tolerate. Also, the presence of grids may creaseal noise

instead of being beneficial.

Extending our earlier study on geometric transfdaroms and
visual search [Rensink 2004, Lau et al. 2004], gbal of this

work is to better understand and quantify the édfeaf 2D

geometric transformations on visual memory (VM) gaide

interface and visualization design. In this papeg, present the
first measurements of the effects of four typesgebmetric

transformations on VM: scaling, rotation, rectammgfisheye, and
polar fisheye transformations. These transformatigere applied
to automatically generated abstract images comnlsstelots and
connecting lines. We also investigated whether ¢benmon

practice of using background grids helps performdiZanella et
al. 2002], or whether it impairs performance byadticing visual
clutter.



2 Related Work

Previous work has looked at the perceptual costgeaimetric
transformations in visual search tasks using afistimages.
Rensink [2004] found no cost for translational hifp to at least
2 degreesf visual angle, or 2 cm at a viewing distance Bfchn.
Performance was not significantly affected for tiot@as of up to
17 degrees, but degraded sharply beyond that. Scatasgfound
to be invariant at a reduction factor of 2, butategl a measurable
cost at 4. In another series of experiments irimglvisual search
and nonlinear polar fisheye transformation, Laalef2004] found
that the transformation had a significant time costh perform-
ance slowed by a factor of almost 3 under largeordiens.
Interestingly, they did not find any benefits indaty grids to their
images. In fact, grids caused performance to sbiown,
suggesting that they only added to the perceptiakn

Several studies have examined the use of visuébspgmory in

interface design. An example is Robertson et aldsk on Data
Mountain [1998]. However, relatively little appsao be known
about on the effects of geometric transformatioms visual

memory. Skopik and Gutwin [2005] looked at theeef§ of

rectangular fisheye transformation and found thetodions

increased the time required to remember and firgktanodes, but
without affecting task accuracy.

3  Experiments

We conducted 10 original and 2 extended experiments
investigate the effects of geometric transformation VM. All
experiments used the within-subject design. Imeageriment,
we considered only a single factor, the transfoionattype,
looking at five levels of transformation degreeack transforma-
tion level consisted of two phases, each with 8lgri In the
learning phase, participants were presented witkti®wuli in
sequence. In the recognition phase, they were isteamather set
of 8 stimuli in sequence, 50% of which were showrigarning
phase. For each stimulus, participants were atkatbtermine
whether it had been shown in the learning phaseaselhe
performance was measured in terms of responseafiith@ccuracy
obtained using untransformed test stimuli. Thisefiae was then
compared with results of the transformed trials.

3.1 Transformations

We applied four types of transformations to abstrmeages

consisting of dots connected by lines: scalingationh, rectangular
fisheye, and polar fisheye. We also examined tifectsf of grid

presence and grid type. We initially carried obitekperiments by
applying the transformations to dot locations amtést stimuli:

® Scaling (1, 0.5, 0.33, 0.25, OxZeduction factor)
Exp 1. no grid
Exp 2. rectangular grid
®* Rotation (0, 30, 45, 60, 90 degrees clockwise rotation)

Exp 3. no grid
Exp 4. rectangular grid
* Rectangular fisheye (0, 0.5, 1, 2, 3 transformation factor)
Exp 5. nogrid
Exp 6. rectangular grid
Exp 7. polar grid
* Polar fisheye(0, 0.5, 1, 2, 3 transformation factor)
Exp 8. nogrid
Exp 9. rectangular grid

Exp 10. polar grid

The transformation ranges were chosen based ofattars. For
scaling, there was a physical limit to which we ldoveduce

stimuli size without severely compromisingly pexadile details.
Otherwise, we used pilot results to identify thartsbf perform-
ance degradation induced by the transformations.

Based on our results, we extended two of the exyeris: (1)
experiment 4-ext: rotation with a rectangular-grid to study a wider
range of rotations: 0, 90, 120, 150, 180, and¢@griment 10-ext:
polar fisheye with a polar grid to study the effeof transforming
the sizes of the dot, and drawing the connectingsliin various
coordinate systems. We did not include the traiosiaransfor-
mation as it had previously been found to be rohbasvisual
search tasks to at least 2 degrees of visual fRglesink 2004].

3.2 Stimuli

All experimental stimuli were randomly generatedtedict images
consisting of dots connected by lines. We chosesw abstract
rather than photorealistic images in part to avaid-visual effects
in the recognition, such as the verbal effect folnydGoldstein
and Chance [1971], where recognition accuracy wasiderably
lower for objects difficult to name. They found &% recognition
rate for faces, almost double that of magnifiedvditakes (33%),

and inkblots (46%). Moreover, in the domain ofommhation

visualization, data is typically represented intedagz form. Our
stimuli were similar to 2D network graphs, but welieve these
results generalize to many abstract visual encadofginforma-

tion.

All original stimuli had a resolution of 300x300xpis to ensure
all levels of transformations would fit onto thespliay screen. In
all the grid experiments, we filled the entire strewith the
corresponding grid. We used a different set ofgesafor each
experiment. All images were automatically geneféatethe same
manner for consistency. Each image consisted ofdats
connected by lines. The number of dots was detsunin pilot
studies to optimize image memorability. We fouh@ttwhen
there were too many dots on the image, the imaggetk to be
non-salient and therefore difficult to memorize,ths dots were
typically squeezed into the allotted space as ht tigatrix-like
structure. However, an image with too few dots s@sparse that
transformation effects could not be recognized.e Tdtations of
the dots were randomly generated. The algorithiy gumaranteed
non-collision but not constant density of the dots.

Pilot studies showed that the task was too difficliwe only
provided the dots. Lines were therefore addedntothe dots to
enhance stimuli memorability, similar to lines dralaetween stars
in astronomical constellations. The algorithm thddled the lines
between the dots did not guarantee that all the Wete joined as
a single unit, but it did ensure all of the dotgeveonnected to at
least one other dot, namely, its nearest neighbdime algorithm
minimized line crossing, but did not control theatonumber of
topological features, for example loops.

When grids were added to the images, the thickuésthe
connecting lines was increased to 2 pixels to beligtinguish the
dot-line foreground from the grid background.

For the fisheye transformation experiments, we @st#dnsforma-
tion function, taken from Leung & Apperley [1994]:

T =G ®

where T(X) is the transformed value given inpytandd is the
transformation factor. A largefvalue leads to a higher degree of
distortion.

Figure1 shows a series of stimuli showing all the transiation
types and levels.
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Figure 1: Sample stimuli showing transformation types and levels used in the 10 original and 2 extended experiments. The first row shows the
maximally distorted stimuli used in the no-grid experiments (expts. 1, 3, 5, 8). The next 3 rows show all the distortion levels of the rectangular-
grid experiments for scaling (expt. 2) and rotation (expt. 4; 4-ext). The fifth row shows all the distortion levels for rectangular-grid fisheye
rectangular experiment (expt 6), along with the maximally distorted image for the polar-grid variety (expt 7). The last two rows contain the
polar fisheye stimuli (polar-grid: expt 10 + rectangular-grid: expt 9; 10-ext).
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3.3 Protocol

For each of the 12 experiments, all 20 participantapleted trials
on all five levels of the test transformation, atig order of
appearance of the levels was counterbalanced hetviee
participants. The stimulus was randomly selectethfa pool of
50 and each only appeared once in the entire erpatito avoid
learning effects. Prior to the actual experimgatiticipants were
shown samples of original and transformed imagelsetp them
understand the transformation.

Each transformation-level session consisted of tplwases:
learning and recognition. In the learning phasetfigipants were
asked to study 8 images one after another. Eastdisplayed for
12 seconds and followed by a 2.5-second blank sdreéore the
next image appeared. Only untransformed images usse in the
learning phase. Participants were told that theyldvaneed to
recognize those images later on in the experinaerd,that some
of them might be transformed in a manner similath® images
shown prior to the experiment. In the recognitiphase, 8
transformed images were shown to the participamtsequence.
Half of these had been shown in the learning phaséheir

original form. The participants' task was therefdo indicate
whether they had seen the images in the learniaggh

Prior to the actual experiment, participants weegned on the
task using untransformed images in both the legrrand the
recognition phase. They were required to obtaiteast 80%
accuracy before starting the actual study.

The entire experiment typically took 30 minutesrtiegants were
compensated for their time with five dollars. Imer to do well on
the tasks, participants needed to pay close attertt the test
images during the learning phase. As an addediiveg we in-
formed the participants that high-accuracy scoreslavresult in
additional five-dollar bonuses.

3.4 Participants

A different group of 20 participants was testeceath of the 12
experiments. All were university students with nafmr corrected
-to-normal vision. Their ages ranged from 18 to/84rs.

3.5 Results and Data Analysis

We recorded two performance measurements: resgoneeand

accuracy. Response time was defined as the pé&oad which

the image was shown to the participant at the neitiog phase, to
the time when he responded with an answer. Accureay a
percentage of answers that correctly identified thviethe images
had been shown in the learning phase. The accbassline was
50%, as blind guessing would lead to chance, sirate of the

images shown in the recognition phase were pregenthe

learning phase.

For the time measurement, we performed repeatedureaingle-
factor Analysis of Variance (ANOVA) with transfortian type as
the factor for each experiment. We used the GraesgrGeisser
adjustment and marked the resultsadfusted if the sphericity
assumptions were violated. Post-hoc analyses pesfermed for
statistically significant results with Bonferroniorcection and
marked ascorrected. For the accuracy results, we used the
Friedman test for the initial analyses, and the M¥vhitney test
for post-hoc analyses. Only significant resultsemeported for
the post-hoc analyses.

For each experiment, we mapped onbaost zone beyond which
the performance began to degrade, as indicatedgoyfisantly
higher response times and lower accuracy rates whempared to
baselines established by trials using untransforimedes.

Due to the large number of experiments, we firstspnt a
summary our results as a list of identified no-castes in Table
1. For cases where the boundaries were not irdidat statistical
analyses, we provided estimates based on resuitisreand
marked them by a *?’. Table 2 lists the resporigee tand
accuracy results from trial at transformation lsvehmediately
outside of the identified no-cost zones. Correspandaseline
values were provided in parentheses for comparison.

In summary, we found that VM was robust againstyrfanms of
transformations to a large extent. Scaling didinmgtact perform-
ance in terms of response time or accuracy dowa teduction
factor of at least 02 Rotation did not seem to affect perform-
ance up to 45 degrees, and both fisheye transfammnsabad little
effect on time or accuracy up tb= 1. We also found that the
presence of grids extended these boundaries.

Table 1. Summary of experimental results: no-cost zones. No-cost
zone indicates the largest transformations that can be compensated
by our visual system without incurring a cost in performance. The
combined result is the minimum of the time and accuracy results.

No-cost zone
Experiment Time | Accuracy | Combined

1. Scaling: no-grid >02x | >0.2x 20.2x
2. Scaling: rect-grid >02x | 20.2x 20.2x
3. Rotation: no-grid 45° 45°? 45°

4-ext. Rotation: rect-grid 60° 60° 60°

5. Rect Fisheye: no-grid | d=1 d=1 d=1
6. Rect Fisheye: rect-grid | d =2 d=2 d=2
7. Rect Fisheye: polar-grid| d=2? | d=2 d=2
8. Polar Fisheye: no-grid | d=1? | d=1 d=1
9. Polar Fisheye: rect-grid| d =2 d=2 d=2
10. Polar Fisheye: polar-grig d = 2 d=27? d=2

Table 2. Summary of experiment results: performance cost as time
and accuracy results at the next transformation levels just outside
the no-cost zones, as shown in the Tx Level column. Baseline
values were provided in parentheses for comparison. ltalicized
results were cases where the boundaries were estimated based on
observed trends instead of statistical analyses.

Performance Cost
Experiment TxLevel | Time(s) |Accuracy (%)

1. Scaling: no-grid none none none
2. Scaling: rect-grid none none none
3. Rotation: no-grid 60° 5.4 (3.4) 69 (88)
4-ext. Rotation: rect-grid 90° 59 4.1) 75 (88)
5. Rect Fisheye: no-grid d=2 5.2 (4.6) 50 (88)
6. Rect Fisheye: rect-grid d=3 3.9(2.8) 75 (88)
7. Rect Fisheye: polar-gridf d=3 55(3.5) 75 (94)
8. Polar Fisheye: no-grid d=2 47 (3.7) 75 (94)
9. Polar Fisheye: rect-grid| d=3 5.6 (3.5) 75 (88)
10. Polar Fisheye: polar-grig d=3 5.6 (3.8) 75 (88)

Detailed Results and Statistics

We now provide the detailed experimental resultsl atata
analyses for each of the four transformation types.

3.5.1 Transformation Type 1: Scaling

The scaling time and accuracy results showed naifigignt
differences between the five levels, with or withadding grids to
the images: time/no-grid: F(2.3, 43.2) = 0.@75 .54, adjusted;
score/no-gridy%(4, N=20) = 2.01; time/rect-grid: F(4, 76) = .GD,



= .67; scorefrect-gridy’(4, N=20) = 3.15p = .53. This result
indicated that the range of scaling we studied mid impact
performance.

3.5.2 Transformation Type 2: Rotation

Figure 2 shows the results. For the no-grid expeni, we found
a marginal main effect in time (F(1.9, 35.8) = 2.92= .070).

Post-hoc analysis indicated that time performanegab to

degrade at 60 degree, at which participants weweeslat 5.4 s
compared to the 3.4 s baseline. We also found rgina main

effect in accuracyyf(4, N=20) = 8.75p = .070) but could not
identify a clear no-cost accuracy boundary.

For the rectangular-grid experiment, we failed todfa main
effect in both time (F(2.6, 49.7) = 1.3B;= .27, adjusted) and
accuracy (4, N=20) = 7.16p = .13), thus we were unable to
locate no-cost zone boundaries based on thesastesul

Since we found relatively little performance degtiahs in the
rectangular-grid results, we extended the rang®etation studied
in another experiment to cover 0, 90, 120, 150 &8@ degrees
(experiment 4-ext). The results are shown in Fgdr as
“Rectangular Grid Ext".

We found a main effect in time (F(4, 76) = 5.95; .001). Post-
hoc analysis indicated both the 90-degree and 8@d&gree
rotation trials were significantly slower at 5.&@mpared to the
4.1 s baseline. We also found a main effect irummy (4,
N=20) = 14.95, p = .005). Post-hoc analysis indicated the
transformed trials were 14% less accurate thanlihase These
results therefore suggested a no-cost boundarg défrees.

In addition to no-cost zone boundaries, we were miterested in
the performance improvement provided by the reattamggrid.
We thus compared the accuracy between the nonagnid grid
trials from 30to 90 degree rotations, and found that the gridlres
were higher than their non-grid counterpart by 1Q%o-tailed
Mann Whitney testp = .03). This increase in accuracy was not
accompanied by an increase in time, thus ruling anyt time-
accuracy tradeoff.

3.5.3 Transformation Type 3: Rectangular Fisheye

Figure 3 shows the results. For the no-grid expeni, we found

a marginal main effect in time (F(1.9, 36.2) = 2.83= .074,
adjusted). It took 0.6 donger ford = 2 andd = 3 trials than the
4.6 s baseline. We also found a main effect iruamy (4,
N=20) = 43.80p < .001) and thel = 2 andd = 3 trials were 33%
less accurate than the rest of the trials. Udiegane-sample z-
test, we found that the accuracy tbe 2 andd = 3 trials were at
chance (Z(N=40) = 1.441=.15). These results indicated a clear
no-cost zone boundary @t 1.

For the rectangular-grid experiment, we found agimal main
effect in time (F(2.78, 52.9) = 2.6B;= .063,adjusted). Post-hoc
analysis indicated thad = 3 trials were slower at 3.9 s when
compared to the 2.8 s baseline, indicating a nototose boundary
atd = 2. There was a strong effect in accuragy4( N=20) =
18.34, p = .001), with baseline andl = 1 trials being 15% more
accurate from those ofi = 3, indicating a no-cost accuracy
boundary atl = 2.

For the polar-grid experiment, the main effect imet was also
marginal (F(4, 68) = 3..32% = .051,adjusted), with a marginal
time degradation al = 3 (o = .077,corrected). While the task
accuracy main effect remained, it was much smgjfga, N=19)
=10.4, p=.034), with a no-cost accuracy boundarg at2.
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3.5.4 Transformation Type 4: Polar Fisheye

Figure 4 shows the results. We failed to find anedfect in time

for the no-grid experiment (F(1.82, 34.5)=235 .12, adjusted).
There was, however, a main effect in accurgéy4( N=20) =
17.16, p = .002), withd = 2 andd = 3 trials being 20% less
accurate than baseline, thus indicating a no-casturacy
boundary ad = 1. One-sample z-test indicated that performance
atd = 2 andd = 3 had not degraded to chance (Z(N=40) = 8.23;
p < .001).

For the polar-grid experiment, we found a main effi time

(F(4, 76) = 6.08p = <.001). Post-hoc analysis indicated= 3

trials were 1.7 s slower than baseline drwl 1 trials, which took
4 s on average. This indicated a time no-cost Zmmendary at
d = 2. We failed to find a main effect in accurag$(4, N=20) =
6.92, p=.14).

For the rectangular-grid experiment, we found anmeffect in
time (F(4, 76) = 4.32p = .003). Post-hoc analysis indicattd 3
trials were slower by 1.8 s than the 3.8 s baseliod = 1 trials,
thus indicating a no-cost time boundarydat 2. We also found
an accuracy main effect’(4, N=20) = 11.27,p = .024). Post-hoc
analysis indicatedd = 3 trials were 12% less accurate than
baseline, thus indicating a no-cost accuracy boyratal = 2.

Despite extending the no-cost boundaries fdm 1 to 2, the
presence of either polar or rectangular grids otarpfisheye
transformed images did not substantially improveusacy. This
result was in stark contrast to that found in thetangular fisheye
experiments. Given the relatively high accuracyttie no-grid
polar trials outside of the no-cost zone, we woadef we have
reached the accuracy ceiling, and grids could adhér enhance
VM. In our previous experiments, we drew strailjims between
the dots. This may not be as natural in the ptmsformed
images as in their rectangular counterparts. Wedered if this
unnaturalness may contribute to our observed lddeaefit of
grids in the polar trials, or we had truly reactiked limit of VM
compensation.

To test our hypothesis, we extended the polar yistexperiment
to look at line shape (experiment 10-ext), wheee gtraight lines
in the original images were drawn based on therpmdardinate
system folar-line), the rectangular coordinate systerec(-line),
or a mirror image of the ones drawn in the polardmate system
(antipolar-line). The last case was included to tease out any
potential adverse effects induced by an extremetyatural
transformation on the lines. We also included secahere we
transformed the size of the dots and keeping thesliin the
rectangular coordinate systestdled-dot) to test if the dot sizes
should themselves be transformed. Theoreticaiynsformation
can be applied globally to the surrounding spacdoaally to the
objects in the space. Our earlier experiment asduime model of
transforming the space without affecting the smeshapes of the
dots and the lines, as if they were merely pinnedhe surface
instead of completely adhered to the surface afsfamation.
The only exception was in scaling, where we hattansform the
dot size to avoid collision.

We failed to find a main effect in time (F(2.4, 8b= 2.09,p =
.13), but we did find a main effect in accuragy(4, N=20) =
15.7, p = .003). Post-hoc analysis indicated that outigipants
made significantly more errors in tipelar-line trials than base-
line, and the accuracy was at chance (Z(N=20) 5;pb4 .15).

Examples of these transformations are shown inlakerow of
Figure 1 and Figure 5 shows the results.
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Figure 4. Results for the polar fisheye experiments (d effect). Time
data points are averages with 95% confidence interval bars.
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Figure 5. Results for the extended polar fisheye experiment. Time
data points are averages with 95% confidence interval bars.
Accuracy results are medians with quartiles. orig = original image;
scaled-dot = dot sizes transformed; antipolar-line = lines drawn as
the mirror image in the polar coordinate system; polar-line = lines
drawn in the polar coordinate system; rect-line = lines drawn in the
rectangular coordinate system.

4  DISCUSSION

Our experimental results mapped no-cost zoned thalransfor-
mation types where VM was not significantly disreght We also
found significant benefits of grids in all transfuation types
studied except in our polar fisheye trials.

4.1 Effects of Image Transformations

This work is part of a series of investigationsrtap out the extent
to which users can cope with geometric transformnatiin visual
interfaces. Our current results and those repopeaViously



suggested that invariance was possible for all @®oen
transformations for up to a point. Interestindlyis invariance
appeared to be more extensive in recognition tleamch tasks.
For example, search task performance degraded afté0%
reduction, while memory task performance remainadffected
even at 20% of the original size. Similarly, oarticipants could
tolerate a larger distortion in rotation (memorg°4search: 17°),
and polar fisheye transformation (memody= 1; searchd =

0.5)".

While we applied the transformations to dot logagion most of
our experiments, we found interesting results wirerapplied the
polar fisheye transformation to dot sizes, and diesvconnecting
lines based on different coordinate systems. @onto our intui-
tion, trials using images with lines drawn based tba polar
coordinate system were least accurate and at chamlcie

corresponding trials with supposedly unnatural oniimages of
these lines exhibit better performance. Theselteeseemed to
suggest that image distinctiveness, rather tharpoaent consis-
tency, was a more important factor in memorabilitht large

distortions, the lines in theolar-line images formed similarly
rounded shapes, while the correspondamgjipolar-line images
produced figures with enough acute angles to remistinguish-

able, despite their blatant incongruity with the derying

transformation and with the coordinate system.

4.2  Effects of Grids
Adding grids to the images appeared to help inwags:

1. No-cost zone extension: The presence of either rectangular or
polar grid pushed the no-cost zone boundaries teni
levels. For example, the combined no-cost zonadaty for
the fisheye transformations were increased ftbml tod =
2, and the rotation boundary was pushed from 4500
degrees.

2. Accuracy improvement: Grids were found to improve
accuracy. For rotation, participants were 10% nareurate
in grid trials without spending extra time in thesk, thus
ruling out potential time-accuracy tradeoffs. he tcase of
rectangular fisheye transformation, we found thattipi-
pants’ accuracy improved from chance to baseling =at2,
and to 75% atd = 3, again without time compensation.
Interestingly, we failed to observe substantial ioyement
by adding grids to polar fisheye transformed images

To understand the apparent lack of performancedugment in
polar trials, and to obtain further insights to tliferent
transformation types and their interactions witligjrwe revisited
the design guidelines described in theoduction section.

4.3 Revisiting design guidelines

Misue et al. [1995] suggested that horizontal/eattiordering,
proximity and topology should be maintained to mizie
disruptions incurred by image transformations. ekd| the scaling
transformation preserves all three, and the lirhiransformation
seems to be how far can one reduce the image piflysiefore
the details can no longer be perceived. This figds consistent
with the common interface design practice of usogled-down
versions of images to represent full-resolutiore ficontents,
especially when the file content is visually saljeas in the cases

* The [Lau et al. 2004] experiments used a differéisheye pola
transformation function with a transformation facto A c value of 1.;
can be roughly translated to odr = 0.5. The fisheye rectangula
transformation was not tested in their experiments.

of most image files and graphically intense webegsagIndeed,
various forms of thumbnails have been suggestedrf@il-screen
devices to avoid the laborious reauthoring of desidized web
pages for small screens, such as textually-enhatrognbnails
[Woodruff et al 2001] and WebThumb [Wobbrock eR@02].

The rotation transformation violates horizontalfical ordering

but still maintains proximity and topology. Intstimgly, the

rectangular grid fails to benefit performance #tariat 90-degree
rotation. Since our images did not have a cleadapn axis, this
limit may be due to our inability to recognize thmin vertical

axis and the up direction in the image. Having@angular grid
may help re-orientation, but only to a certain ekt@s the
information provided by the grid became ambigudastisg from

a rotation angle of 90 degrees. For example, tlielgoked the
same for 0, 90 or 180-degree rotations, and silyifar 30 or 120,

and 60 or 150-degree rotations. Taken together, results

suggested a refinement to Misue et al.’s guidatinenaintaining
orthogonal ordering: transformation should presenverthogonal
relationship between principal axes with a cleadopn axis.

For both fisheye transformations, the proximityat&nship is

violated while preserving horizontal/vertical orihey and

topology. In that case, the perceptual challesg® idiscern the
relative distance between objects in the imagee ddlar fisheye
transformation seemed to be much better toleratesh tits

rectangular counterpart, as accuracy was maintah@®% even
outside the no-cost zone in the polar case whileesponding
rectangular trials showed chance performance. rEsiglt was not
expected, as the polar transformation’s roundecagmce does
not look natural on a rectangular screen [Leung Apgerley

1994]. In addition, it bends horizontal and veatidines.

Nonetheless, polar fisheye transformation is gdlyepaeferred

over its rectangular counterpart in map applicajosince the
distortion may be perceived as consistent to tfexedf distorting

the map onto a hemisphere, and the transformatiesepves the
angle of the original image [Sarkar and Brown 199Rurcher et
al. 1997]. The polar fisheye transformation magoabe more
familiar than rectangular, as the effect resemtilas produced by
the ultra-wide angle fisheye lens used in photdagyap

The number of transformation parameters and thegrek of

integration in the transformation may further eipléhe lesser
performance degradation observed in our polar yishgals. In

the rectangular case, the width and the heighttramsformed

separately. Rectangles that are of the same destéom the

focus point may not have the same size and sh#&gea result,

objects may be distorted with different aspecosabased on their
horizontal and vertical distances, which may impasdigher

mental load [Bartram et al. 1995]. In contrakg polar fisheye
transformation only distorts radial distances, avay not carry the
same problem as in the rectangular case.

This issue may also explain the different effeet thie observed in
our fisheye transformation trials. In the rectdagdisheye trials,
addition of either a polar or rectangular grid ioyed accuracy
from chance to 75% without time compensation. d¢mtast,
neither a rectangular nor a polar grid improvedgrerance in the
corresponding polar fisheye trials. One possiéiplanation is
that the grid, may it be polar or rectangular, jed a powerful
visual cue encoding standard distances in trangfdrimages that
may help to offset the difficulty in distance esttion when the
image is distorted, as in the rectangular fishegsec Since
distance transformation is integrated in polardigh transforma-
tions, distance estimation may not be as difficaft in the
rectangular case, thus nullifying potential beselitought about
by adding a grid.



Smooth animation is another technique believedllaviate the
disruptive effects of image transformations [Robentet al. 1989,
Bederson and Boltman 1999]. Similar to our earli@rk on
visual search [Rensink 2004, Lau et al., 2004], @urent results
suggested the visual system could compensate lagivedy large
ranges of transformation distortions. Both vissedrch and visual
memory have thus been ruled out as valid reasana fmooth
animation requirement. Nevertheless, the need foroosh
animation may arise from some other perceptual amsms, so
we would need further investigations before adviogatelaxing
that design guideline.

5 Conclusions

We examined the effects of four different typesrahsformations
on visual spatial memory: scaling, rotation, regtdar fisheye,
and polar fisheye transformations. We found nd-zoses in all
of the transformation types that far exceed thasend in our
earlier work on visual search. We also found sarigil benefits
in applying grids to images for all of our transfation types
except for the polar fisheye case. Our work theeefjuantified
the limits of our visual spatial memory in copingttwgeometric
transformations, and validated the use of grida a&ssual cue to
aid recognition of images.

We adopted the view that geometric transformatiomas w
considered to simply affect the location of objestthin a space
in this work. An equally valid view is to considahe
transformation on the space itself, including thgots embedded
within it. Translating that view onto our currestperimental set
up, we would need to transform dot sizes and lihepss in
addition to dot locations. This is a subtle butpariant
distinction, since in the latter case, visual cpesviding more
information about how the space has transformeddciooprove
performance. We started to study space transfayman our
extended study on the polar transformation, wheeelavoked at
the effects of transforming dot sizes, and drawmg connecting
lines based on either the polar or the rectangotardinate
system. Our results indicated that memorabilitynisre contin-
gent upon image distinctiveness rather than carsigt with the
underlying transformation and coordinate systenarttfer investi-
gations are warranted to better quantify the diffiees in the two
views.

Our experiments looked at how a single and uniftransforma-
tion affects visual memory. In real-life situatirimages may
transform by parts and independently. It wouldifteresting to
compare our results with those obtained using pieltiransfor-
mations on a single image. We suspect the perakefiits for

multiple transformations will be much smaller thahose

established in our current set of experimentds #iso interesting
to look at single or multiple transformation typegh single or
multiple degree of transformation.

The question of scalability is also of interest.e \#ecided on a
small number of dots in the stimuli to create aceptable level of
task difficulty. It would be interesting to sdettie total number
of dots in the stimuli would impact visual spati@emory in

similar ways if the stimuli contain components thate

individually salient and memorable.
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