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Abstract. Multinomial processing tree (MPT) models have become popular in cognitive psychology in the past two decades. In contrast to general-purpose data analysis techniques, such as log-linear models or other generalized linear models, MPT models are substantively motivated stochastic models for categorical data. They are best described as tools (a) for measuring the cognitive processes that underlie human behavior in various tasks and (b) for testing the psychological assumptions on which these models are based. The present article provides a review of MPT models and their applications in psychology, focusing on recent trends and developments in the past 10 years. Our review is nontechnical in nature and primarily aims at informing readers about the scope and utility of MPT models in different branches of cognitive psychology.
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In a now classical article, Riefer and Batchelder (1988) proposed a class of substantively motivated stochastic models for categorical behavioral data which was relatively well known in statistical genetics at the time (e.g., Elandt-Johnson, 1971), but had received little attention in psychological research up to the 1980s. These models are now known as multinomial processing tree (MPT) models. About 10 years later, Batchelder and Riefer (1999) already identified no less than 30 published MPT models in the psychological literature, most of which were applied to different agendas in cognitive research. The present article provides an update of Batchelder and Riefer’s review and focuses on models and their applications published in the past 10 years. Our review includes 70 MPT models and model variants from more than 20 research areas.

In the first section, we will present a brief conceptual outline of MPT models using a simple example to illustrate the basics and main advantages of this approach. Technical details will be omitted almost entirely because they have been described elsewhere (e.g., Batchelder & Riefer, 1999; Hu & Batchelder, 1994). The second section summarizes MPT models and their applications in different branches of cognitive psychology, with a special focus on models for various memory paradigms. In the third section, psychological applications of MPT models outside the realm of cognitive psychology will be briefly summarized. The fourth section describes recent developments, generalizations, and innovations in the statistical methodology of MPT models that might be useful for those interested in applying such models. The fifth and final section of our review provides a sketch of computer programs that are currently available for statistical analyses in the MPT framework, along with a summary of the main advantages of each program.

What is MPT Modeling About?

MPT models address categorical data based on the assumption that the sample frequencies observed for a well-defined set of responses follow a multinomial distribution (Read & Cressie, 1988). Importantly, however, MPT models do not simply assess the probabilities underlying these sample frequencies. Rather, like most mathematical models of cognition (Ulrich, 2009), MPT models aim at explaining them in terms of latent processes that determine behavior. Moreover, they provide measures (i.e., probability estimates) of these cognitive processes and statistical tests of the psychological assumptions involved in a model.

To illustrate, let us consider the one-high threshold (1HT) model (Swets, 1961), probably the simplest nontrivial MPT model. Like any MPT model, the 1HT model is tailored to a specific empirical paradigm, in this case either a detection or a recognition paradigm. In the latter case, participants first learn a set of items and later receive a yes-no recognition test comprising old items (targets) and new items (lures). Participants are required to respond yes and no to targets and lures, respectively. Hence, two samples of discrete data are observed for each participant, namely (1) frequencies of correct yes and incorrect no responses to targets (called hits and misses, respectively) and (2) frequencies of incorrect yes and correct no responses to lures (called false alarms and correct rejections, respectively). A multinomial model for target items – in case of only two categories also called a binomial model – assumes that hits and misses arise from observations independently drawn from a population characterized by constant probabilities $p(\text{hit})$ and $p(\text{miss})$ that sum up to 1. Analogously, false alarms and correct rejections are assumed to follow a binomial model with complementary
probabilities \( p(\text{false alarm}) \) and \( p(\text{correct rejection}) \). If, as in our example, more than one multinomial (or binomial) sample is observed and the observations in different samples are independent, their joint distribution is called a joint multinomial distribution.

Using well-known statistical techniques such as maximum-likelihood (ML) parameter estimation, it is straightforward to estimate \( p(\text{hit}) \) and \( p(\text{false alarm}) \) (and, by implication, \( p(\text{miss}) = 1 - p(\text{hit}) \) and \( p(\text{correct rejection}) = 1 - p(\text{false alarm}) \)) from the observed frequencies (Read & Cressie, 1988). However, these techniques would merely describe the results. Instead, to provide an explanation of underlying processes, the 1HT model assumes that recognition judgments can arise from two cognitive states, a recognition certainty state characterized by above-threshold memory strength or an uncertainty state associated with below-threshold memory strength. Let \( r \) denote the unknown probability that a target item is in the recognition certainty state. In this case, the item correctly receives a yes response. If, by contrast, the target item is in the uncertainty state (with probability \( 1 - r \)), processes such as educated guessing will determine the response, resulting in a yes response with an unknown probability \( g \) or a no response with probability \( 1 - g \). Thus, there are exactly two routes into the yes response for targets: (1) an above-threshold recognition state followed by a correct response (with probability \( r \)) and (2) a below-threshold uncertainty state followed by a lucky guess (with probability \( (1-r) \cdot g \)). Because both routes are disjoint, their probabilities sum up to the total probability of a correct yes response to target items:

\[
p(\text{hit}) = r + (1 - r) \cdot g. \tag{1}
\]

How can false alarms arise for lures? The 1HT model assumes that the memory threshold is “high” to ensure that preexperimental familiarity or other influences cannot push lures above this threshold. By implication, lures are always assigned to the uncertainty state. In other words, lures are always subject to the same judgment processes as below-threshold targets. Hence,

\[
p(\text{false alarm}) = g. \tag{2}
\]

Equations 1 and 2 define the model equations\(^1\) of the 1HT model. They explain the hit and false alarm rates in terms of two basic processes, viz., “above-threshold recognition” \( (r) \) and “guessing yes” \( (g) \). Given these equations and a set of sample data, the unknown probabilities \( r \) and \( g \) can be estimated using standard statistical estimation techniques (e.g., Read & Cressie, 1988). Because the 1HT model is a saturated model for a single set of targets and lures, ML estimates of \( r \) and \( g \) are easily derived by inserting relative frequencies of hits and false alarms into Equations 1 and 2 and solving for the parameters:

\[
\hat{r} = \frac{\hat{p}(\text{hit}) - \hat{p}(\text{false alarm})}{1 - \hat{p}(\text{false alarm})},
\]

\[
\hat{g} = \hat{p}(\text{false alarm}).
\]

If the assumptions underlying the 1HT model hold, these parameters yield a deeper understanding of recognition memory successes and failures than do hits and false alarms. For example, when analyzed in the 1HT model framework, the reduced hit rate typically found in depressives is due to a conservative response bias (i.e., small \( g \)) rather than an impaired recognition memory (i.e., small \( r \)) (cf. Miller & Lewis, 1977). Hence, effects that appear to be memory distortions at first sight may turn out to be judgment biases when analyzed in the framework of the 1HT model. This insight has important implications for both cognitive theory and psychological practice in various fields of applied psychology (e.g., psychotherapy).

Figure 1 illustrates the 1HT model in the comprehensible form of an MPT diagram. The parameters attached to the branches denote transition probabilities between cognitive states in the test situation and serve as measures of the process probabilities of interest. The label “processing tree” points to the core idea that each node in the tree represents a cognitive state or process. Thus, each tree branch stands for a possible sequence of cognitive processes that mediate between inputs (left side of the tree) and responses (right side of the tree). The probability of each possible sequence is the product of all process probabilities involved in a branch. In fact, all MPT models reviewed in this article can be illustrated in the form of such a binary processing tree diagram.\(^2\) Each node is followed by (no more than) two branches with probabilities \( \theta_s \) and \( (1 - \theta_s) \), \( s = 1, \ldots, S \), each of which is an element of [0,1] (Hu & Batchelder, 1994).

MPT analyses of observed response frequencies typically involve four steps: (1) verification of model identifiability, (2) parameter estimation, (3) goodness-of-fit assessment, and (4) comparisons between different model parameters.

1. **Verification of identifiability.** A model is called identifiable if its equations define a one-to-one mapping of parameter vectors in the set of possible category probability vectors. Local identifiability (i.e., identifiability in the neighborhood of the true parameter values underlying a sample) is a precondition for the existence of unique parameter estimates given a set of sample frequencies. If local identifiability is violated, parameter constraints or extensions of the set of category probabilities may help to solve the problem.

2. **Parameter estimation.** Given an identifiable model, the \( S \) parameters of the model can be estimated (including...
confidence intervals). This is typically achieved through minimizing a goodness-of-fit statistic, for example, by minimizing the log-likelihood ratio statistic $G^2(df)$ using the expectation-maximization algorithm suggested by Hu and Batchelder (1994). Minimum-$G^2$ estimates are equivalent to ML estimates and have several advantages (Read & Cressie, 1988).

(3) **Goodness-of-fit test.** Third, the model’s goodness-of-fit to the sample data is assessed, typically by comparing the goodness-of-fit statistic minimized in Step 2 against the relevant $\chi^2(df)$ reference distribution. If the observed fit statistic (e.g., $G^2$) falls below the $(1 - \alpha)$ percentage point of this distribution, the model is retained. Otherwise it is rejected at the $\alpha$-level of significance. Alternatively, information-theoretic measures like the Akaike or Bayesian Information Criterion may be used to assess model fit (Read & Cressie, 1988). These statistics are especially helpful when comparing nonnested models.

(4) **Parameter comparisons.** If an identifiable model fits the data, the final step typically concerns comparisons between parameters of a model or tests of other parameter constraints (e.g., $g = .5$ in the 1HT model). Usually, such tests apply the $G^2$ difference statistic, $\Delta G^2$, which compares a superordinate model against a constrained nested submodel (Batchelder & Riefer, 1999). Such tests are of major importance for (1) validity evaluations of the model’s parameters and (2) the interpretation of treatment differences or group differences in terms of underlying cognitive processes.

**MPT Models in Cognitive Psychology**

As noted above, MPT models were rarely used in psychology prior to the 1980s. Following the pioneering work of Riefer and Batchelder (1988), however, the situation changed dramatically, especially in the field of cognitive psychology. This section provides an overview of MPT models and their applications in cognitive psychology and social cognition research (see also Stahl, 2006). Because most of the published models refer to various memory paradigms, our focus will likewise be on memory models.
Recognition

Basic Models

Three types of MPT models for yes-no recognition and detection tests have been discussed in the literature: The 1HT model (Swets, 1961) as described in the previous section, the two-high threshold (2HT) model (Snodgrass & Corwin, 1988), and the low-threshold (LT) model (Krantz, 1969; Luce, 1963). Krantz (1969) also suggested more complex models with both high and low thresholds but these models have been less influential in subsequent years.

2HT models differ from 1HT models in assuming two thresholds that define three memory states: One threshold discriminating between recognition certainty (probability \( r \)) and uncertainty and a second threshold discriminating between distractor detection (probability \( d \)) and uncertainty. To make the model identifiable for a single pair of hits and false alarms, it is often assumed that \( r = d \) (Snodgrass & Corwin, 1988). “Distractor detection” refers to metacognitive processes supporting the correct inference that a test item must be a lure (Strack & Bless, 1994). Hence, detected lures receive a no response, and guessing occurs for non-detected lures only. Both thresholds in the 2HT model are “high,” that is, lures always fall below the first threshold (as they do in the 1HT model) and targets always fall below the second high threshold (i.e., they are never detected as lures).

The LT model (Luce, 1963) is similar to the 1HT model in assuming only one threshold discriminating between two memory states. However, in contrast to the 1HT model, this threshold is “low”; thus, both targets and lures can cross this threshold, albeit with different probabilities.

For a single pair of hit and false alarm rates all three types of models are saturated and thus cannot be tested. However, by generalizing the models to receiver operating curves (ROCs), that is, to series of experimental conditions that differ in response bias (measured by \( g \)) only, they can be tested against each other. Both high threshold models imply simple linear relations between \( p(\text{hit}) \) and \( p(\text{false alarm}) \) for yes-no recognition tests in the ROC space, albeit with different slopes and intercepts. The empirical evidence available so far clearly rules out the 1HT model (Kinchla, 1994; Snodgrass & Corwin, 1988; Vorberg & Schmidt, 1975) but is roughly consistent with the 2HT model (Bröder & Schütz, 2009; Snodgrass & Corwin, 1988). The LT model can also account for typical data patterns (Luce, 1963) but implies a sharp corner in the ROC curve which is difficult to evaluate empirically. Thus, for the time being, the 2HT model appears to be the best two parameter MPT model for yes-no recognition memory tests.

Extensions

MPT models for recognition paradigms have been extended in various ways. For example, Erdfelder and Buchner (1998a), Malmberg (2002), and Bröder and Schütz (2009) generalized threshold models to Likert-type confidence-rating scales. To discriminate between different types of recognition, Stenberg (2006) generalized the 1HT model to complex designs providing for measures of recognition based on perceptual form and recognition based on meaning.

Other popular extensions of recognition paradigms address the remember-know (RK) and remember-know-guess (RKG) procedures: Following a yes judgment in a yes-no recognition test, these procedures require participants to qualify their judgment as “remembered” (R), “known to be old without recollection” (K), or “guessed” (in the RKG procedure only). Xu and Bellezza (2001) evaluated dual-process extensions of the 1HT model to RK and RKG paradigms. They proposed a model of memory retrieval experiences based on four memory states: recollection, familiarity, uncertainty, and rejection (i.e., distractor detection).

Applications

Applications of threshold models, primarily the 2HT model, in recognition memory research have been so numerous that a comprehensive review is beyond the scope of this article. Many memory researchers routinely use the “corrected hit rate” \( p_r = p(\text{hit}) - p(\text{false alarm}) \) and the response bias parameter \( b_r \). These parameters correspond to the recognition and guessing parameters of the 2HT model.

One important application concerns the problem whether MPT models can account for the typical ROC curve found in recognition experiments using confidence-rating scales. This ROC curve is curvilinear and becomes roughly linear only after z-transforming the hit and the false alarm rates. Many researchers have taken this as evidence against MPT recognition models and as a confirmation of the signal-detection model with unequal variances (SD model; Green & Swets, 1966). As Erdfelder and Buchner (1998a), Malmberg (2002), and Bröder and Schütz (2009) have shown, this conclusion is premature. Extensions of 2HT models to confidence-rating scales can easily account for the curvilinear nature of the ROC curve typically found in these experiments. It is only for yes-no recognition tests that MPT threshold models imply linear ROC functions. The empirical evidence available so far (Bröder & Schütz, 2009; Snodgrass & Corwin, 1988) is consistent with these predictions. The 2HT model fits yes-no recognition ROC curves approximately as well as the unequal-variance signal-detection model does. Thus, the issue whether memory strength operates as a continuous or a discrete variable has not been settled so far.

Source Monitoring

Source monitoring tests can be understood as simple extensions of recognition tests. The test items stem from
two (or more) different sources, for example, from different speakers who previously presented the items in the study phase. In the recognition phase, participants are not only asked to judge whether an item is old or new but also to which source it belongs (for a review of source memory measurement methods, see Bröder & Meiser, 2007).

Basic Models

Batchelder and Riefer (1990) proposed the first MPT source monitoring model. Like the 1HT recognition model, Batchelder and Riefer’s model assumes a single high threshold discriminating between recognition certainty and uncertainty. In addition to item recognition parameters it includes parameters representing source memory and various forms of guessing, Batchelder, Riefer, and Hu (1994) and Bayen, Murnane, and Erdfelder (1996) suggested LT and 2HT versions of the same basic model. A comparative empirical evaluation of all three model variants showed that only the 2HT version reflected all manipulations in a psychologically plausible way (Bayen et al., 1996). It is probably for this reason that most recent model extensions are based on the 2HT source monitoring model (see, however, Menon & Woodward, 2007).

Extensions

Riefer, Hu, and Batchelder (1994) proposed a 1HT model extension for source monitoring tasks with three or more different sources. This model requires less restrictive assumptions concerning guessing processes and is easily adapted to LT and 2HT frameworks. Another extension was developed to account for partial source memory (Dodson, Holland, & Shimamura, 1998). Partial source memory is available if participants can, for example, remember the sex of a speaker, but not which of two same-sex speakers presented an item. Klauer and Wegener (1998) independently developed a model for the “Who said what” paradigm in social categorization research. Their model is very similar to Dodson’s model, with the main difference that Klauer and Wegener’s model hinges on the 2HT assumption whereas Dodson and coworkers proposed a 1HT model variant.

Likewise, based on the 2HT assumption, Meiser and Bröder (2002) presented a model for crossed source dimensions, that is, two sources (e.g., color and position) with two attributes (e.g., blue, red; left, right). Participants are asked to judge both source attributes for each item. To account for different theoretical assumptions underlying this model, Meiser (2005) developed a model hierarchy based on the model for crossed sources. With a similar aim, Meiser and Bröder (2002) combined their model with RK judgments. This enabled them to test predictions about the stochastic dependence of different aspects of the encoding episode. Leaning on this approach, Dodson (2007) extended the simple 2HT source memory model to RK judgments. The most recent extension of the 2HT model was developed to account for different guessing biases depending on the class of distractor items (Vogt & Bröder, 2007).

Applications

2HT source monitoring models have been used to address various research problems, for example, illusory correlations (Klauer & Meiser, 2000), source memory for faces (Bell & Buchner, in press; Buchner, Bell, Mehl, & Musch, 2009), and age differences in irrelevant speech effects (Bell, Buchner, & Mund, 2008). In clinical psychology, source memory models have been applied to study schizophrenia (Aleman, Böcker, Hijman, de Haan, & Kahn, 2003; Keefe, Arnold, Bayen, & Harvey, 1999; Keefe, Arnold, Bayen, McEvoy, & Wilson, 2002; Woodward, Menon, Hu, & Keefe, 2006), closed-head injury (Schmitter-Edgecombe, Marks, Wright, & Ventura, 2004), depression in college students (von Hecker & Meiser, 2005), and dementia in elderly people (Simons et al., 2002; for a review of clinical applications, see also Batchelder & Riefer, 2007). The specific and partial source memory in healthy older adults (Simons, Dodson, Bell, & Schacter, 2004) was studied using the model of Dodson et al. (1998).

Source memory models were also applied to further investigate the influences of schematic knowledge as well as stereotype information on item and source memory judgments (Bayen, Nakamura, Dupuis, & Yang, 2000; Dodson, Darragh, & Williams, 2008; Ehrenberg & Klauer, 2005; Erdfelder & Bredenkamp, 1998; Spaniol & Bayen, 2002). Dodson (2007) and Dodson et al. (2008) investigated illusory source recollections and the role of the retrieval process with Bayen’s 2HT model. Klauer and Wegener’s (1998) “Who said what?” source monitoring model has attracted a lot of attention especially in social categorization research (Gawronski, Ehrenberg, Banse, Zukova, & Klauer, 2003; Klauer & Ehrenberg, 2005; Klauer & Ehrenberg, & Wegener, 2003; Klauer, Wegener, & Ehrenberg, 2002; Wegener & Klauer, 2004, 2005; Wegener et al., 2008).

Meiser and Hewstone (2004, 2006) applied Meiser and Bröder’s (2002) model to study stereotype formation and the role of illusory and spurious correlations for this process. The model was also used to study differences in the generation effect between reality monitoring and external source monitoring (Riefer, Chien, & Reimer, 2007). Meiser, Sattler, and von Hecker (2007) showed that metacognitive (subjective) knowledge about the recognizability of different sources can influence guessing parameters in multidimensional source monitoring models. Bröder, Noethen, Schütz, and Bay (2007) applied Vogt and Bröder’s (2007) extended model to assess whether hidden covariations between sources and various stimulus attributes lead to specific guessing biases.

Moreover, the Meiser and Bröder (2002) model with RK judgments was used to unveil different binding processes in RK judgments (Meiser, Sattler, & Weißer, 2008). Specifically, stochastic dependence in the binding process for different context attributes was only found in remember judgments. The same model was applied to investigate source memory for perceptual details and the conditions
under which these form a basis for remember judgments (Meiser & Sattler, 2007).

**Process Dissociation**

The process dissociation procedure (PDP) was proposed by Jacoby (1991) to provide process-pure measures of controlled versus automatic retrieval processes (recollection vs. familiarity). Participants are required to provide judgments under two experimental conditions typically manipulated within subjects: In the inclusion condition, recollection and familiarity act in concert whereas in the exclusion test condition they act in opposition. Different variants of the PDP have been proposed, for example, for recognition tests, word-stem completion tests, fame judgment tasks, and cued-recall tasks.

**Basic Models**

The original PDP measurement model was developed by Jacoby (1991). It provides measures of controlled and automatic retrieval processes but cannot account for effects of response bias. Buchner, Erdfelder, and Vaterrodt-Plünnecke (1995) proposed an extended measurement model (EMM) that includes parameters representing guessing processes in the inclusion and exclusion conditions along with measures of controlled and automatic processes. The EMM assumes a single high threshold for target items only. 2HT generalizations have been suggested that include an additional distractor detection parameter (Erdfelder & Buchner, 1998a; Meiser, 2000; Sherman, Groom, Ehrenberg, & Klauer, 2003; Vaterrodt-Plünnecke, Krüger, Gerdes, & Bredenkamp, 1996).

**Extensions**

Several extensions of the original PDP and the associated measurement models have been proposed. Erdfelder and Buchner (1998a) showed how to generalize the EMM to confidence-rating scales. This model version requires additional parameters but can account for rating-based inclusion and exclusion ROC curves just as well as the dual-process signal-detection model (e.g., Yonelinas & Jacoby, 1996). Jacoby (1998) proposed two different MPT models for the PDP based on the word-stem completion paradigm: the EMM (which he calls the “direct-retrieval model”) and a new “generate-recognize model”. Depending on the instructions, the latter model may provide a better fit to PDP word-stem completion data. Still other MPT models for PDP procedures have been proposed by McBride and Dosher (1999) and McBride, Dosher, and Gage (2001). Adaptations of several of these models to recall-then-recognition paradigms have been developed and tested by Bellezza (2003). Vaterrodt-Plünnecke, Krüger, and Bredenkamp (2002) suggested an extension of the PDP to assess the independence assumption concerning controlled and automatic processes (cf. Erdfelder & Buchner, 2003; Hillstrom & Logan, 1997; Rouder, Lu, Morey, Sun, & Speckman, 2008). The evidence available so far casts doubt on the independence assumption. Consequently, it seems prudent to apply measurement models like the EMM that do not require such an assumption (Buchner & Erdfelder, 1996; Stolz & Merkle, 2000).

**Applications**

PDP measurement models have been used repeatedly to assess controlled and automatic memory processes in various contexts (e.g., Bröder & Bredenkamp, 1996; Caldwell & Masson, 2001; Cuiper & Erdfelder, 2004; McBride & Shoudel, 2003; Ott, Curio, & Scholz, 2000) as well as explicit and implicit sequence knowledge in implicit serial learning paradigms (Buchner, Steffens, Erdfelder, & Rothkegel, 1997; Buchner, Steffens, & Rothkegel, 1998). One methodologically important application concerns the relation between the cognitive processes involved in PDP paradigms and in source monitoring paradigms. It has been shown that PDP data can often be predicted from source monitoring data and vice versa (Buchner, Erdfelder, Steffens, & Martensen, 1997; Steffens, Buchner, Martensen, & Erdfelder, 2000). Hence, the cognitive processes underlying both paradigms appear to be the same. Because the source monitoring paradigm is more efficient and easier to apply, most PDP paradigms could be replaced by source monitoring paradigms. MPT measures of controlled and automatic memory processes, although not equivalent to measures of source and item memory, can be derived from source monitoring data (Buchner et al., 1997).

**Conjoint Recognition**

The conjoint recognition procedure was proposed by Brainerd, Reyna, and Mojardin (1999) as an alternative to the PDP. It is based on a recognition test consisting of three types of probes: (A) old items from the study list, (B) related lure items that share a target’s gist, and (C) unrelated lure items. Participants receive one of the three instructions: (1) accept only items of Type A, (2) accept only items of Type B, or (3) accept items of Types (A) and (B).

**Basic Model**

Brainerd et al. (1999) developed and evaluated an MPT model for the conjoint recognition paradigm. Rather than addressing controlled and automatic retrieval processes as the PDP models do, their model provides core parameters representing the probabilities of retrieving verbatim traces, gist traces, and recollection rejection as defined in the authors’ fuzzy trace theory.

**Extensions**

The model of Brainerd et al. (1999) has rarely been applied. Stahl and Klauer (2008) attributed this to the complexity of...
the empirical paradigm. Consequently, they developed and evaluated a more efficient conjoint recognition paradigm and an associated measurement model.

Applications

Stahl and Klauer (2009) recently applied their model to study phantom recollection processes.

Storage-Retrieval Paradigms

A classical problem addressed by MPT models concerns the separation of storage and retrieval processes. In fact, some of the first MPT models referred to this topic (cf. Batchelder & Riefer, 1980; Chechile & Meyer, 1976). Extensions (Bröder, in press; Chechile, 2004) as well as applications of these early models are still of interest (Bröder, Herwig, Teipel, & Fast, 2008; Chechile, in press a).

Basic Models

Three basic models have been developed to disentangle storage and retrieval processes: the pair-clustering model by Batchelder and Riefer (1980, 1986), the trace-susceptibility model by Chechile (1987), and the model by Riefer and Rouder (1992). The pair-clustering model can be applied to free recall data of word lists that contain semantically clusterable word pairs as well as single words. The parameters represent probabilities of (1) storing two clusterable words as a cluster, (2) retrieving stored clusters, and (3) storing and retrieving nonclustered words. The trace-susceptibility model (Chechile, 1987) is based on a paradigm in which free recall and recognition trials are randomly intermixed. The use of a three-point confidence-rating scale in recognition trials allows for the estimation of storage, retrieval, and several guessing parameters. The model rests on the assumption that storage alone is sufficient for successful recognition, whereas both storage and retrieval are necessary to recall a target word. This assumption also underlies the third basic model by Riefer and Rouder (1992), tailored to a paradigm which includes free recall followed by cued-recall trials for word pairs. Comparable to the pair-clustering model, this model also estimates the storage of paired associates, the retrieval of associations, and hybrid parameters.

Extensions

Storage-retrieval models have been extended in various ways. For example, Chechile (2004) proposed a variant of the Chechile-Meyer model to overcome critical assumptions underlying the foil-recognition tree in the original model. Bender, Wallsten, and Ornstein (1996) suggested a storage-retrieval model for sequences of free recall tasks and applied it in a developmental context. Rouder and Batchelder (1998) developed a family of nine nested models for the free-then-cued-recall paradigm also used by Riefer and Rouder (1992). Steffens, Jelenec, Mecklenbräuker, and Thompson (2006) and Steffens, Jelenec, and Mecklenbräuker (2009) recently proposed an extension of storage-retrieval models to combinations of free recall, cued-recall, and recognition tests to measure item-specific processing, relational processing, and retrieval in free recall. They applied their model to assess the cognitive mechanisms underlying the enactment effect in free recall. Finally, Bröder (in press) developed a model based on the pair-clustering model to disentangle storage and retrieval of word pairs as well as source memory for each item.

Immediate Serial Recall

The immediate serial recall task is probably the most popular paradigm in short-term and working memory research. After learning a sequence of items, participants are required to recall them immediately in exactly the same
sequence in which they were presented. Recalled items are scored as correct only if they are recalled in the correct position.

Basic Model

Schweickert (1993) proposed a two-parameter MPT model to assess the probability of intact item representations in short-term memory and the probability of successful redintegration, given a degraded memory trace. Both processes result in a correct serial recall of an item. Errors can occur only if both processes fail. The basic model has two parameters and only one nonredundant model equation. Hence, it cannot be identifiable. However, by generalizing the model to experimental designs in which parameters are selectively influenced, it is possible to achieve more independent model equations than parameters to estimate. Interestingly, the model is still not identifiable. However, the parameter estimates are unique up to certain types of linear transformations (for details, see Buchner & Erdfelder, 2005, Appendix); thus, at least the rank order of the parameters across factor levels can be interpreted which is sufficient for most applications.

Applications

The model has been applied to word frequency effects (Hulme et al., 1997), phonological similarity effects (Li, Schweickert, & Gandour 2000), irrelevant speech effects (Buchner & Erdfelder, 2005), and other factors affecting short-term memory such as serial position, word length, and lexicality (Schweickert, Chen, & Poirier, 1999).

Hindsight Bias

Memory for previous judgments is often biased by outcome knowledge attained later. This phenomenon has been called hindsight bias. MPT models of hindsight bias have typically been applied to the hindsight memory design: Participants first provide original numerical judgments on a set of items, for example, general knowledge questions. After receiving feedback on some of the items (experimental items) they are later asked to recall all their original judgments. Hindsight bias is observed when the recall for experimental items is biased toward the correct answer.

Basic Model

Erdfelder and Buchner (1998b) proposed an MPT model decomposing different processes leading to hindsight bias, namely reconstruction and recollection biases. Additionally, the model contains several parameters characterizing the distribution of responses as well as guessing parameters. To apply this model, continuous responses need to be categorized.

Extensions

Dehn and Erdfelder (1998) experimentally manipulated feedback answers and proposed a variant of the Erdfelder-Buchner model for analyzing their data.

Applications

Pohl and Gawlik (1995) suggested a slightly modified MPT model and applied it to both hindsight and misinformation effect experiments.

Using the Erdfelder and Buchner (1998b) model, Bayen, Erdfelder, Bearden, and Lozito (2006) studied the mechanisms underlying larger hindsight bias effects in older people. Finally, Erdfelder, Brandt, and Bröder (2007) further investigated how interference effects contribute to recollection bias and found evidence for both item-specific and item-unspecific retroactive inhibition in hindsight bias.

Other Memory Models

Space limitations preclude a discussion of additional MPT models that have been proposed for various learning and memory tasks as well as cognitive illusions. Numerous domains such as prospective memory (Smith & Bayen, 2004, 2005, 2006), knowledge assessment (Müller, 2004), neuropsychological assessment (Reiter, 2000), misinformation effects (Jacoby, Bishara, Hessels, & Toth, 2005), and the illusion of truth (Unkelbach & Stahl, 2009) are among the fields that have been addressed by MPT models.

Wason Selection Task

A classical reasoning task was developed by Wason (1966) and it has long been known as the Wason selection task (WST): Four cards are presented to participants, each bearing a letter on one side and a number on the other. The visible card sides read “A”, “D”, “3”, and “7”. Reasoners are asked to select those cards – and those cards only – which must be turned around to test the rule “if there is an A on one side of the card, then there is a 3 on the other side of the card”.

Basic Model

A first stochastic model for the WST was presented by Evans (1977). He assumed that card selection is independent for each of the options and thus modeled the marginal probabilities through four parameters – each of which represented the probability of selecting a card. Additionally, Evans considered four different rules and proposed a combined MPT model with two parameters representing logical reasoning and two additional parameters capturing selections based on nonlogical evidence or response tendencies.
Extensions

Krauth (1982) suggested an extension of Evans’ (1977) independence model to include three finite states, viz., verification, falsification, and matching tendencies. However, like Evans’ original model only marginal probabilities of card selection were considered. By contrast, Klauer, Stahl, and Erdfelder (2007) recently proposed a hierarchy of models that refer to all $2^4 = 16$ possible card selection patterns in the WST. The inference-guessing model proved to be the most successful model of this family in a series of six validation experiments. It can be seen as a formalization of Evans and Over’s (2004) dual-process theory of reasoning and comprises submodels representing logical reasoning (inference model) and independent card selections (implying heuristic processes or mere guessing). This model was recently extended by Stahl, Klauer, and Erdfelder (2008) to study the matching bias phenomenon.

Propositional Reasoning With Conditionals

A similar propositional reasoning task involves evaluations of four conditional inferences corresponding to (1) modus ponens, (2) acceptance of the consequent, (3) denial of the antecedent, and (4) modus tollens. Again, $2^4$ response patterns are possible across these four tasks.

Basic Models

Building upon prior work by Klauer and Oberauer (1995), Oberauer (2006) formalized several different propositional reasoning theories – for example, the theory of mental models (Johnson-Laird & Byrne, 2002) and the dual-process (suppositional) theory (Evans & Over, 2004) – as MPT models. A modified mental-model theory and a dual-process model variant best accounted for his data.

Syllogistic Reasoning

Unlike propositional reasoning, syllogistic reasoning involves the use of quantifiers like “all”, “some”, and “none” in the reasoning process.

Basic Model

Klauer, Musch, and Naumer (1999) developed an MPT model to study belief bias in syllogistic reasoning. “Belief bias” refers to the phenomenon that – independent of logical correctness – plausible conclusions are more often accepted than implausible ones. Klauer et al. (1999) showed that this effect can be accommodated by a model including parameters that represent the probabilities of logical reasoning and plausibility assessments given failures of logical reasoning. Tests of syllogistic reasoning theories within this model framework showed that a modified mental-model theory can best account for the results – a claim which has attracted substantial debate (Garthman & Oakhill, 2005; Klauer & Musch, 2005).

Perception Paradigms

MPT models have also been developed for object as well as letter recognition (Ashby, Prinzmetal, Ivy, & Maddox, 1996; Brown, 1998; Giesbrecht & Dixon, 1999; Hübner & Volberg, 2005; Prinzmetal, Ivy, Beck, & Shimizu, 2002), speech recognition (Batchelder & Crowther, 1997), word recognition (Maris, 2002; Ratcliff & McKoon, 2001), and negative priming experiments (Mayr & Buchner, 2006, in press; Mayr, Buchner, & Dentale, 2009; Mayr, Hauke, & Buchner, in press). These models proved to be useful in research on perception and selective attention.

MPT Models in Other Fields of Psychology

Applications of MPT models are not limited to cognitive psychology but have entered other branches of behavioral science as well. Most of these applications relate to problems of psychological assessment. We will briefly sketch the most influential of these developments.

Consensus Analysis

In many areas of psychology, assessment of individual differences in competency is pursued. Consensus analysis (Batchelder & Romney, 1986, 1988, 1989; Romney, Batchelder, & Weller, 1987; Romney, Weller, & Batchelder, 1986) aims at determining these differences in situations with unknown answer keys (i.e., unknown correct responses).

Basic Models

Romney et al. (1986) introduced the general condorcet model (GCM) as an extension of the 2HT model (Snodgrass & Corwin, 1988) outlined above. In its most general form, the GCM assumes heterogeneity of person abilities, response tendencies, and item difficulties for dichotomous responses. A respondent knows the correct response to an item based on his or her competency and the item’s difficulty. If the correct response is unknown, the testee will guess. If homogeneous item difficulties are assumed, the GCM is identifiable and can be analyzed using the MPT framework.

Extensions

Klauer and Batchelder (1996, see also Klauer, 1996) used a model similar to the GCM to estimate inter-rater agreement.

for categorization tasks (e.g., in a clinical setting, classifying patients as psychotic vs. neurotic). The competency parameter, however, reflects the amount of agreement between raters rather than individual competency. Consequently, this parameter can be interpreted as an inter-rater reliability measure.

Applications

Although the GCM found widespread use in anthropology, expertise research, and cross-cultural studies (cf. Romney & Batchelder, 1999) it has not yet been applied in cognitive psychology.

Multiple-Choice Tests

Multiple-choice tasks are frequently used across various social sciences and beyond. Interestingly, no sooner than the late 1980s, MPT models were introduced in this field.

Basic Models

Garcia-Perez (1990, 1993) and Garcia-Perez and Frary (1991) introduced a binary tree model which accounts not only for correct responses through conclusive knowledge or lucky guessing, but also for situations in which partial knowledge leads to a correct response (e.g., correctly ruling out response alternatives as lures).

Randomized Response Technique

It is well known that the validity of self-report data suffers from the tendency to bias responses in the direction of what is considered socially acceptable. The basic idea of the randomized response technique (RRT; Warner, 1965) is to add random noise to the responses such that the true status of an individual on the respective attribute is not identifiable on grounds of his or her response. Given that respondents are more likely to be honest when their true status cannot be inferred from their response, more honest responding is encouraged and has in fact been observed (for a meta-analysis, see Lensvelt-Mulders, Hox, van der Heijden, & Maas, 2005).

Basic Models

Several variants of the RRT have been proposed and successfully employed to obtain information about sensitive attributes (for a review, see Antonak & Livneh, 1995). In the forced-response variant of the RRT, a randomization device (e.g., the participant’s month of birth) is used to determine whether participants are requested to respond honestly or to provide a prespecified response (e.g., “yes”). Because the distribution of the randomization device is known beforehand, the prevalence of the attribute under consideration can be estimated from the observed proportion of yes responses. MPT models for the RRT require a parameter reflecting the prevalence of the sensitive attribute and a second parameter to absorb the proportion of prompted yes responses. Although ML estimates can be easily obtained as closed-form solutions, the MPT approach offers several benefits, including significance tests of constraints on the parameters, multiple group, and power analyses.

Extensions

An important extension of the forced-response variant is to assume that a certain proportion of respondents fail to comply with the randomized response instructions by denying to respond as requested by the outcome of the randomization device (Clark & Deshamais, 1998). The corresponding MPT model adds a parameter reflecting the proportion of noncompliant respondents and splits the sample into two parts with different probabilities of being asked to respond truthfully, leading to a joint MPT model with four parameters (Musch, Bröder, & Klauer, 2001; Ostapczuk, Moshagen, Zhao, & Musch, 2009).

Applications

The Clark and Deshamais (1998) model showed promise in various applications, for example, to investigate the education effect in stereotypes toward foreigners (Ostapczuk, Musch, & Moshagen, in press) or the prevalence of tax evasion (Musch et al., 2001).

Implicit Attitude Measurement

Recently, MPT models have also been introduced in the field of implicit attitude measurement.

Basic Model

According to the Quad model (Conrey, Sherman, Gawronski, Hugenberg, & Groom, 2005) there are four basic processes underlying implicit attitude measurement tasks: (1) association activation represents the probability that a given stimulus triggers an automatic valence association; (2) discriminability corresponds to the probability that a given stimulus can be categorized correctly; (3) overcoming bias represents the conditional probability that an automatic association can be inhibited if it interferes with the discrimination process; and (4) guessing.

Extensions

Several studies have demonstrated an excellent Quad model fit for data of the implicit association test (IAT; Conrey et al., 2005; Greenwald, McGhee, & Schwartz, 1998; Sherman et al., 2008). However, the model is not suitable for all
implicit attitude paradigms (e.g., Stahl & Degner, 2007). Therefore, alternative MPT models have been proposed such as the ABC model for the extrinsic affective Simon task (De Houwer, 2003; Stahl & Degner, 2007; Stahl & Unkelbach, 2009), an extended Quad model variant for the Go/No-go association task (Gonsalkorale, von Hippel, Sherman, & Klauer, 2009; Nosek & Banaji, 2001), and different process dissociation models for the weapon identification task (Bishara & Payne, 2009; Klauer & Voss, 2008; Payne, 2001).

Applications

Several open questions in implicit attitude research have been answered by means of MPT models. For instance, it has been shown that age-related differences in IAT scores are rarely due to differences in automatic associations but rather to differences in the ability to inhibit such automatic associations (Gonsalkorale, Sherman, & Klauer, 2009; for a review of Quad model applications, see Sherman et al., 2008).

Developments in the Statistical Methodology of MPT Models

Three topics have dominated the methodological literature on MPT models in the past decade: (1) tests for small samples, (2) generalizations of the MPT model framework, and (3) heterogeneity between participants and/or items.

(1) Tests. The statistical tests typically used to assess model fit or to compare parameters in MPT models are asymptotic tests that may produce misleading results in case of small samples. Several alternatives have been proposed for small samples, for example, exact tests (Garcia-Perez, 2000; Garcia-Perez & Nunez-Anton, 2004) and the parametric bootstrap (Efron & Tibshirani, 1997).

(2) Generalizations. Hu (2001) proposed an extension of MPT models to (mean) response times. Moreover, nonstandard parameter constraints have been shown to be compatible with the MPT model structure, for example, order constraints (Baldi & Batchelder, 2003; Knapp & Batchelder, 2004) or log-linear main effects without interactions (Klauer et al., 1999). Recently, Schweickert and Chen (2008) showed that, given sufficiently large samples and experimental designs in which factors are known to affect model parameters selectively, the correct MPT model can in some cases be inferred from the empirical data structure.

(3) Heterogeneity. Standard MPT analyses require homogeneous model parameters across participants and items. This assumption is often implausible. Although standard MPT analyses of heterogeneous frequency data may sometimes be reasonable (Chechile, in press b), modeling parameter heterogeneity between participants and/or items was probably the hottest topic in recent methodological discussions. Several tests to assess parameter homogeneity versus heterogeneity have been proposed (Klauer, 2006; Smith & Batchelder, 2008). Also, different model frameworks have been suggested that can address parameter heterogeneity appropriately: Rasch model generalizations of MPT models (Batchelder, 1998), Bayesian MPT models based on different prior distributions of the person parameters (Klauer, in press; Smith & Batchelder, in press), and latent-class MPT models (Klauer, 2006). Rasch generalizations have been applied successfully to some simple MPT models (e.g., Maris, 1995) but have so far not been developed to handle any possible MPT model. By contrast, Klauer’s (2006) hierarchical latent-class framework and Bayesian MPT models based on beta prior distributions (Smith & Batchelder, in press) or multivariate normal prior distributions (Klauer, in press) can be applied to any MPT model.

Computer Programs for MPT Models

Initiated by the pioneering work of Hu and Batchelder (1994), five major general-purpose MPT programs have been developed in the past 15 years: MBT (Hu, 1999), GPT (Hu & Phillips, 1999), AppleTree (Rothkegel, 1999), HMMTree (Stahl & Klauer, 2007), and multiTree (Moshagen, 2009). multiTree is a java program running on Linux, MacOS, and Windows environments.

Each of these programs provides the basic statistical computations needed for MPT modeling, including parameter estimation and goodness-of-fit tests. GPT, AppleTree, and multiTree additionally allow users to change various aspects related to parameter estimation, such as the lambda value of the power divergence statistic, the stepsize parameter, and the criterion of convergence. All programs also provide some information on the variability of parameters and their variance-covariance matrix. multiTree can also be used to obtain bootstrapped standard errors and confidence intervals (Efron & Tibshirani, 1997).

The definition of MPT models proceeds by entering equations as a plain text file, with very similar formats for each of the programs. AppleTree, GPT, and multiTree

3 multiTree is available free of charge at http://psycho3.uni-mannheim.de/multitree.
additionally offer graphical input facilities to define and modify the trees of a model. Observed category frequencies are also provided in plain text files which are largely compatible across all programs. Except for HMMTree, each program can store and analyze multiple data files in a batch mode. Apart from this basic functionality, the programs differ with respect to more advanced modeling features. HMMTree is the only program available that can be used to analyze latent-class hierarchical multinomial models, and only GPT can handle nonbinary multinomial models. Both AppleTree and GPT contain basic checks for identifiability, but multiTree additionally computes the rank of the Jacobian (Bamber & van Santen, 2000), and can determine simulated identifiability (Rouder & Batchelder, 1998). GPT and multiTree can also be used to conduct simulation studies, for example, to evaluate the robustness against violations of assumptions. Given the importance of statistical power, features related to power analyses are of great interest. Post hoc power analysis concerning global model misfit given the effect size metric w (Cohen, 1988) can be conducted with AppleTree and GPT. In addition, multiTree contains routines for performing a priori and post hoc power analyses for particular parameter restrictions, that is, effects defined by the difference between the parameters of a H0 and a H1 model (Erdfelder, Faul, & Buchner, 2005).

All of these general-purpose programs implement the EM algorithm tailored for MPT models, and thus cannot be used to analyze parametric models that do not belong to the family of MPT models. In some instances it may be helpful to rely on more general Newton-Raphson-type routines for performing a priori and post hoc power analyses for particular parameter restrictions, that is, effects defined by the difference between the parameters of a H0 and a H1 model (Erdfelder, Faul, & Buchner, 2005).
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