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PROLOGUE

rhis chapter is ajmed primarily at helping the reader to
learn to think like an experimental social psychologist. It is
hoth a blessing and (in a sense) a curse to think like an ex-
perimental social psychologist. Let us give you one of
many possible examples of what we mean by that state-
ment, While we were working on this chapter, we hap-
pened to pick up a copy of The New Yorker magazine
where we read an excellent, highly informative essay by
lames Kunen about college-level educational programs in
«ur prisons. Kunen (1995) wrote passionately about the ef-
tectiveness of these programs and how, in an amendment
1o the crime bill, a generally punitive, "penny-wise/pound
lonlish™ congressional majority was eliminating these pro-
vrams after characterizing them as wasteful, and as tending
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Hiis essay is a major revision of a chapter by Elliot Aronson and J.
\errill Carlsmith which first appeared in the 1968 edirion of Lindzey
«nd Aronson’s Handbook of Social Psychology. To the best of our
Laowledge thar was the first time an experimental social psvehologist
ativmipted a formal and thorough presentation of the so-called iacit
tuowledge of the experimental method. By “tacit knowledge” we
tefer to the countless, mundane—but vitally imporiant—detatls in-
vefved in designing and conduciing an experiment in this field, Much
of this knowledge is considered 1o be intuitive in that it is difficult 1o
wrticulate because it is something that experienced experimenialists
vmply “know”; ie., this knowledge is almost invariably gleaned
frian day-to-day experience in the laboratory rather than the class-
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{1 is with a deep sense of gratitude that we acknowledge our in-
debtedness o Merrill Carlsmith (a very intuitive experimentalist) for
the important contributions he made to the original chapter as well as
to cur current thinking abonr methodology, His premature death in
14984, at the age of 48, was an irveparable loss to his friends and 1o
e discipline.
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to coddle criminals. The essay contains a few vivid case
histories of prisoners who completed a college program
and went on to lead productive lives. Any sysiematic data?
You bet. Kunen reports one study released in 1991 by the
New York State Department of Correctional Services,
which “found that male inmates who completed one or
more years of higher education in prison had a recidivism
rate, four years after their release, more than twenty per-
cent lower than the average for all male inmates” (Kunen,
1995, p. 36).

The liberal/humanist in us wanted to get excited by the
results of this study; it would be terrific to have convinc-
ing data proving that prison education really pays off. But
alas, the experimental social psychologist in us was far
more skeptical than Mr. Kunen. Yes, it would be wonder-
ful to have convincing data on this issue, but, unfortu-
nately, these data fall far short of the mark. We must raise
at least one vital methodologica! question: Are the prison-
ers who were “assigned” to the control condition the same
kind of people as those “assigned” to the experimental
condition? That is, might it not be the case that the prison-
ers who signed up for the course of study and completed a
year of it were different to begin with {say, in motivation,
ability, intelligence, prior education, mental health, or
what have you) from those who did not sign up for the
course--~or those who signed up but dropped out early? As
you will see, this is not simply nit-picking; if they were
different from the general run of prisoners, then it is likely
{or, at least, possible) that they would have had a lower
rate of recidivism even without having taken the course of
study. If so, then it wasn’t the prison courses that caused
the lower recidivism.

The curse of thinking like an experimental social psy-
chologist is that it keeps us from rejoicing. Part of the
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blessing is that it keeps us from rejoicing——over potentially
meaningless data like those described above. Moreover, as
you shall see over and over again throughout this chapter,
another part of the blessing is that experimental social psy-
chologists are able to use their knowledge and skill to per-
form the appropriate research to test hypotheses like these
in a solid and more convincing manner. For example, there
are some simple but elegant solutions to the methodologi-
cal shoricomings of the prison data, solutions we will dis-
cuss in this chapter.

INTRODUCTION

There are a great many ways of gathering information
about social behavior. We can simply observe people; we
can interview them about their attitudes, beliefs, inten-
tions, and motivation; we can ask them to fill out question-
naires and rating scales. The list of techniques and varia-
tions on these technigques is filled with interesting
possibilities. These techniques have provided us with
some of our richest and most fascinating data about social
phenomena, as described in other chapters in this Hand-
book. In this chapter we hope to convey something about
the approach that has been the workherse of social psy-
chological research, the experimental method. With this
method the researcher randomly assigns people to differ-
ent conditions and ensures that these conditions are identi-
cal except for the independent variable (the one believed
to have a causal effect on people’s responses). Although
there is merit in all methods of investigating social behav-
ior, the experiment has been the chief method of choice
for social psychology.

We have two main missions in this chapter. First, it is
important to discuss why the experiment is the method of
choice. What are its advantages and disadvaniages? Why is
it used so frequently when it has some clear drawbacks?
This is a timely question, because it 15 our impression that
the use of the experimental method has become less fre-
quent in many areas of psychology, including social psy-
chology. One reason for this is that social psychelogists
have ventured into areas in which it is muoch more diificult
to do experiments, such as the study of close relationships
and culture. Another reason is that promising new statisti-
cal technigues (e.g., structural equation modeling) are now
available, allowing more precise tests of the relationships
between variables in correlational designs. Although we
welcome these advances, we fear that the unique power
and value of the experimental method sometimes gets lost
in the enthusiasm generated by these new topics and tech-
nigues. In the first part of the chapter we will discuss the
advantages of experiments in general terms, and then re-
turn to these issues at the end of the chapter in a discussion
of validity and realism in experiments.

The middle part of the chapter is more of a “how t0”
manual describing. in some detail, how to conduct an ex-

periment. 1t is our hope that, during the first part of the
chapter, we will have convinced the reader of the contin-
ved value of experiments; then, in the middle part, we
hope to provide detailed instructions in “how to do it” for
those new to this method. We hasten 1o add that the best
way to learn to do an experiment is to do so under the
guidance of an expert, experienced researcher. Experimen-
tation is very much a trade, like plumbing or carpentry or
directing a play; the best way to learn to do it is by appren-
ticing oneself to a master. Nonetheless, just as it helps to
read manuals explaining how io fix a leaky faucet or stage
a production of Hamiet, our “how to do an experiment”
manual might prove to be a helpful adjunct to a hands-on
apprenticeship.

WHY DO EXPERIMENTS?

Let’s begin with an example of a research problem and a
discussion of different ways this problem could be ad-
dressed empirically. For this purpose, we will use a prob-
lem that is dear to the hearts of most social psychologists,
including ourselves: prejudice and stereotyping. Perhaps
no other social problem has captured the attention of social
psychologists as much as this one, from early research by
Allport (1954) and Sherif et al. (1961) to modern research
on in-group favoritism and the cognitive bases of stereo-
typing (Abrams & Hogg, 1990; Brewer & Brown, 1998, in
this Handbook; Fiske et al., 1998, in this Handbook,
Hamilton & Trolier, 1986; Tajfel, Billig, Bundy, & Fla-
ment, 1971; von Hippel, Sekaquaptewa, & Vargas, 1995).
One reason for this fascination is that few problems are as
prevalent and seemingly ingrained in human nature as dis-
cord between social groups. Centuries-old conflicts persist
in many parts of the world, such as disputes between Is-
rachs and Arabs, Irish Protestants and Irish Catholics, and
Serbians and Croatians. In the United States racism per-
sists decades after the Civil Rights movement of the 1950s
and 1960s.

The causes of prejudice and stereotyping have been de-
bated at great length by philosophers, social scientists,
politicians, and pundits of all kinds. Social psychology of-
fers a unique perspective by studying prejudice experimen-
tally. Indeed, what sets social psychology apart from most
other disciplines is the claim that it can discover the causes
of human behavior by conducting scientific research. What
sort of research might be done to understand the causes of
prejudice?

We often ask our students this guestion at the beginning
of our courses. We find a definite preference for certain
types of studies, and these preferences, we believe, are
highly instructive, because they reveal a good deal about
most people’s understanding (or lack thereof) of the exper-
imental method. Consider this response, which is pretty
typical of what our students suggest:
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The best way to study prejudice, it seems to me, 18 10 g0
to places where it is most likely to be seen and study
what happens. It would be interesting, for example, to
hang out at a car dealership and watch how the sales-
people treat white versus African American customers.
Or maybe you could go to the rental office of an apart-
ment complex in a white neighborhood, and see what
happens when an African American comes in and in-
quires about an apartment. Iff we see any signs of preju-
dice we could interview people 10 see why they acted
the way they did.

As we tell our students, valuable insights can be gained
by such careful observations of everyday behavior. One
might even take this simple observational study a half step
surther and compare the experience of African Americans
with the experience of Caucasians in a variety of situations,
Vor example, the television program Primetime Live con-
ducted a study much like the one described above and un-
vovered some disturbing examples of prejudicial behavior
if.ucasiewicz & Sawvyer, 1991). Two college-aged middle-
class males—one African American, one white—were
filmed with a hidden camera as they encountered several
cveryday situations, including the attempt to buy a car and
rent an apartment. In viewing the show, it was clear that the
Jifferences in the way the two men were treated were strik-
ing. The white man, for example, was offered a better price
on the same car by the same salesman than was the African
American.

Tt does not take our students long, however, to recognize
that this type of study has many limitations. When journal-
ists report the results of their observations it is difficult to
sauge the typicality of what they report. In the Primetime
Live segment, for example, the reporter (Diane Sawyer) ca-
sually mentioned that the two men were not always treated
differently, but the viewer has no way of determining how
often this was the case. The examples of blatant prejudice
were undoubtedly more “newsworthy,” and thus more
likely to be broadcast. All the segments showing the
African Americans being treated fairly were left on the cut-
ting-room floor, so to speak. In addition, there is no way of
knowing to what extent the different treatment the men re-
ceived was due to the fact that one was African American
and one was white. Undoubtedly the producers attempted
1o make sure that the two men were similar in some re-
spects; the men dressed similarly, were of similar age, and
s on. Who is to say, though, whether other differences in
appearance, demeanor, facial expression, or personality
contributed to the way they were treated? It is highly likely
that race played a role—and perhaps even a major role—
hut the point is that it is not possible to disentangle the ef-
fects of race with other uncentrolled factors.

1f social scientists were conducting the study, instead of
journalists, these problems would be easy enough to cor-
rect. Nothing would have been left on the cutting-room

floor; scientists would report precisely how often prejudice
was observed and how often it wasn’t, rather than present-
ing only the newsworthy cases. A larger sample of interac-
tions would be observed between many different kinds of
people, to make sure that the differences were not skewed
by the specific characteristics of one or two individuals.
Even so, there would be some drawbacks to such an obser-
vational study. Chief among them is the difficulty of dis-
covering the causes of prejudice. We might.gain insights as
to how often prejudiced behaviors occur, and obtain clues
1o some of its causes by observing when it occurs and
when it does not. We could not, however, make any defini-
tive statements about causality.

One solution to this problem would be to question the
people we observe, In the Primetime Live segment filmed
at a car dealership, for example, Diane Sawyer asked the
car salesman, who had just been observed treating the
African American man more negatively than the white
man, to explain his actions. As you can imagine, the saies-
man did not say, “Well, Ms. Sawyer, let me explain to you
the deep-seated causes of my prejudice. It all began when 1
was three and my father wouldn’t let me play with an
African American kid down the street. . . " Instead he was
quite defensive and refused to admit that he was biased in
any way. Well, you might say, this is because he knew his
answers would be broadcast on national television. And
you might be right. As we will see, however, there are
other deeper reasons to be wary of the answers people give
about the causes of their behavior. They often do not want
to tell scientists the real causes, out of embarrassment or
defensiveness, More fundamentally, they might not even
know the causes of their own behavior.

Observational versus Correlational versus
Experimental Studies

The observational method is one in which naturalistic be-
havior is systematically observed and recorded. This was
the method suggested by our student, in which people’s be-
havior toward African Americans would be observed in
natural settings. As we have noted, this method is often
valuable for generating hypotheses about the causes of so-
cial behavior, but it is a poor technigue for testing causal
hypotheses.

As a step closer to understanding the causes of a phe-
nomenon, we could try to uncover variables that predict its
occurrence. Questions about prediction are often addressed
with the correlational method, in which two or more vari-
ables are systematically measured, and the relationship be-
tween these variables is assessed. If there is a correlation
between the variables, then we can predict one from the
other (within a given margin of error). The Primetime Live
segment was more of a correlational study, in that the one
variable (the race of the college student) was correlated
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with another (how the student was treated by people at car
dealerships, rental offices, etc.). Correlational studies go
beyond observational studies by making systematic obser-
vations of at least two variables and comelating these vari-
ables with each other, allowing the researcher to estimate
the extent to which people’s standing on one variable pre-
dicts their standing on the other variable. For example,
Tumin, Barton, and Burrus (1958) assessed people’s level
of education and amount of prejudice toward African
Americans and found a negative correlation: the more edu-
cation people had, the lower their prejudice.

Correlational designs are still inadequate, however, in
specifying cause and effect. This is nothing more than an
elaboration of the old phrase “correlation does not prove
causation.” Whenever we observe that Variable X is corre-
lated with Variable Y, there are three possible causal rela-
tionships: X could be causing Y, Y could be causing X, or
some third variable could be causing both X and Y. Con-
sider the correlation between lack of education and preju-
dice. It could be that there is something about getting an
education that causes a reduction in prejudice. Although it
may seem implausible, it is equally possible that there is
something about prejudice that causes a lack of education
{perhaps prejudiced people find it difficult to work with
others and this impedes their educational progress). It is
also possible that there is absolutely no causal link be-
tween education and prejudice. Some third variable, such
as intelligence or social class, might canse people both to
get more education and to not be prejudiced.

There are many examples of people making unwar-
ranted causal inferences from correlational data with po-
tentially serious consequences. Consider the results of a
study in which the type of birth control women used was
correlated with whether they had sexuvally transmitted dis-
cases (STDs). Surprisingly, the researchers found that
women whose partners used condoms had more STDs than
women who used diaphragms or contraceptive sponges
{Rosenberg et al., 1992). This finding was reported widely
in the popular press, often with the conclusion that di-
aphragms and sponges prevented STDs better than did
condoms, This conclusion, of course, makes a causal as-
sumption from correlational data—the assumption that the
types of hirth control (Variable X) had a causal effect on
STDs (Variable Y). The study, however, showed nothing of
the kind. Perhaps women who had STDs (Variable Y) were
more likely to insist that their partners use condoms (Vari-
able X). It is equally possible that some third variable con-
tributed both to the type of contraception women used and
their likelihood of getting STDs. The women who relied on
condoms might have differed from the other women in any
number of ways that contributed to their getting more
STDs; perhaps their sexual partners were more likely to be
infected, perhaps they had sex more often, perhaps they
had more partners (in fact, these women reported having
had sex with more partners in the previous month than did

the women who used diaphragms and sponges). The con-
clusion that condoms protect people less is completely un-
founded and could lead to dangerous behavior on the part
of women and men who draw this conclusion from the cor-
relational design.

The great advantage of the experimental method is that
the causal relationship between variables can be deter-
mined with much greater certainty. This is done in two
ways: by controlling all factors except the independent
variable and by randomly assigning people to condition.
‘We will elaborate on how and why this is done shortly. For
now, consider the following laboratory experiment on
stereotyping: Gilbert and Hixon (1991) were interested in
the conditions under which a stereotype about a social
group is activated when a member of that group is encoun-
tered. Some theories assume that stereotypes are activated
automatically, without any conscious intent on the part of
the perceiver. According to this view, when we encounter &
member of a stereotyped group our stereotype comes to
mind, even if we don’t want it to. In contrast, Gilbert and
Hixon (1991) argued that, at least under some circum-
stances, it takes cognitive effort to bring a stereotype to
mind. If people are distracted or preoccupied, the stereo-
type wiil not be activated.

Gilbert and Hixon (1991) tested this hypothesis as fol-
lows: white college students were asked to watch a video-
tape of 2 woman holding up a series of cards with word
fragments on them, such as P_ST. The participants’ job
was to make as many words from these fragments as they
could within fifteen seconds, such as POST or PAST. Un-
beknownst to the participants there were two versions of
the videotape. In one the woman holding up the cards was
Caucasian, whereas in the other she was Asian. This was
one of the independent variables, which is a variable that
the researcher varies to see if it has an effect on some other
variable of interest (the dependent variable). The other in-
dependent variable in this study was how “cognitively
busy” or distracted people were while watching the video-
tape. People in the “busy” condition were asked to remem-
ber an eight-digit number, which made it difficult for them
to think carefully about what they were doing. People in
the “nonbusy” condition were not asked to remember any
numbers. Gilbert and Hixon (1991} predicted that people
who had to remember the eight-digit number would not
have the cognitive resources to activate their stereotype of
Asians, and thus should judge the Asian woman no differ-
ently than the Caucasian women. Not busy participants,
however, should have the resources to call to mind their
stereotype, and thus should judge the Asian woman differ-
ently than the Caucasian woman.

The way 1n which the activation of stereotypes was mea-
sured was as follows: it just so happened that five of the
word fragments on the cards people saw could be com-
pleted to form words that were consistent with American
college students’ stereotypes about Asians (as established
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in pretesting). For example, the fragment “S_Y” could be
completed to make the word “SHY,” and the fragment
“POLI_E” could be completed 1o form the word “PO-
LITE.” The measure of stereotype activation was the num-
ber of times people completed the fragments with the
words that reflected the Asian stereotype. The results were
as predicted: people who were not busy and saw the Asian
woman generated the most stereotypic words. People who
were cognitively busy did not generate any more stereotyp-
ical words for the Asian as opposed to the Caucasian
woman. In a second study, Gilbert and Hixon {1991) distin-
guished between the activation and the application of a
stereotype, and found that the people’s ratings of the Asian
woman’s personality were most stereotypic when they were
not busy while viewing the videotape (allowing their
stereotypes to be activated) but cognitively busy while lis-
tening to the assistant describe her typical day (allowing the
stereotype to be applied to the woman with no inhibition).
. The Gilbert and Hixon (199]) experiment differs in
many ways from the other studies of prejudice we have
considered (the observational study proposed by our stu-
dent, the Primetime Live “study,” and the correlational
study by Tumin et al. (1958) on level of education and
amount of prejudice). We suspect that some readers will
find it unsatisfactory: How can stereotyping be studied in
the confines of the laboratory, on such artificial tasks as
asking people to complete word fragments? What can be
learned about prejudice in a study in which people never
actually interacted with anyone but only watched video-
tapes?

There are drawbacks to laboratory experiments that we
will consider at some length. For now we point to the main
advantage of experiments: their ability to determine causal-

ity. To illustrate this point, imagine the following hypothet-
 ical study that tested Gilbert and Hixon’s hypotheses about
stereotype activation with a correlational design. At a large
state university, the researchers attend the first day of
© classes that are taught by graduate student teaching assis-

 tants—some of whom happen to be Caucasian and some of
‘whom happen to be Asian. The researchers take advantage
_of the fact that some of the classes are held in a building
© that is being renovated, such that the high-pitched whine of
' power saws and drills intrudes into the classrooms. Stu-
~dents in these rooms are assumed to be cognitively busy,
" because the noise makes it difficult to pay close attention
to the instructor. Other classes are held in buildings in
- which there is no construction noise, and these sindents are
. assumed to be relatively “nonbusy.”
- At the end of each class the researchers ask the students
to rate their instructor on various trait dimensions, includ-
ing some that are part of the Astan stereotype (e.g.. shy-
ness). Suppose that the results of this study were the same
as Gilbert and Hixon's: students in the “nonbusy” {(quiet)
classrooms rate Asian instructors more stereotypically than
students in the “busy” (noisy) classrooms (e.g., they think

the instructors are more shy). There is no difference be-
tween busy and nonbusy students in their ratings of Cau-
casian instructors,

To many readers, we suspect, this study seems to have
some definite advantages over the ome conducted by
Gilbert and Hixon (1991). The measure of stereotyping—
students’ ratings of their TA—seems a lot more realistic
and important than the word fragments people complete
after watching a videotape in a psychology experiment. On
the other hand, the limitations of this study should by now
be clear: it would demonstrate a correlation between cogni-
tive busyness and stereotypic ratings of Asians (at least as
these variables were measured in this study), but there
would be no evidence of causal relationship between these
variables. For example, there is no way of knowing how
students who took classes in the noisy building differed
from students who took classes in the quiet building.
Maybe some departments offer classes in one building but
not the other, and mavbe students interested in some sub-
jects have more stereotypic views of Asians than other stu-
dents do. If so, the differences in ratings of the Asian in-
structors might reflect these differences in endorsement of
the stereotype and have nothing to do with cognitive busy-
ness. Second, there is no way of knowing whether the in-
structors who teach in the different buildings have similar
personalities, Perhaps the Asian instructors teaching in the
noisy building really were more shy than the Asian instruc-
tors teaching in the quiet building. In short, there is simply
no way of telling whether students’ ratings of the Asian in-
structors in the different buildings were due to (a) differ-
ences in their level of cognitive busyness; (b) the fact that
different students took classes in the different buildings,
and these students differed in their endorsement of the
Asian stereotype; or {c) the fact that different instructors
taught in the different buildings, and these instructors had
different personalities. :

One of the great advantages of an experiment is the
ability to control variation to insure that the stimuli in ex-
perimental conditions are similar. The fact that Gilbert and
Hixon showed all participants the same videotape of an
Asian or Caucasian woman solved one of the problems
with our hypothetical correlational study: personality dif-
ferences between the instructors of the courses. The fact
that people who were nonbusy showed more evidence of
stereotyping than people who were busy cannot be attrib-
uted to differences in the personality of the Asian women
they saw on the videotape, because participants in both
conditions saw the same woman.

But how do we know that this difference was not due to
the fact that the students in the nonbusy condition hap-
pened to be more prejudiced toward Asians? Gilbert and
Hixen (1991) solved this problem with the most important
advantage of experimental designs: the ability to randomly
assign people to conditions. Unlike the correlational study,
people did not “self select” themselves into the busy or
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nenbusy condition (i.e., by deciding which courses to
take). Everyone had an equal chance of being in either con-
dition, which means that people who were especially prej-
vdiced against Asians were as likely to end vp in one con-
dition as the other. Random assignment is the great
equalizer: as long as the sample size is sufficiently large,
researchers can be relatively certain that differences in the
personalities or backgrounds of their participants are dis-
tributed evenly across conditions. Any differences that are
observed, then, are likely to be due to the independent vari-
able encountered in the experiment, such as their different
levels of cognitive busyness.

Our discussion of the limits of correlational designs-
and the advantage of experiments—is similar to that in any
introductory course in statistics or research meihodology.
As straightforward and obvious as these points may seem,
however. they are often overlocked, by both lay people and
professional researchers. To understand why, consider the
following two (fictitious) investigations of the same prob-
lem.? In the first, a team of researchers finds that school
performance in a group of inner-city children is related to
the frequency with which they eat breakfast in the morn-
ing. The more often the kids eat breakfast, the better their
school performance. with a highly significant correlation
of 0.30 (this means that the relationship between eating
breakfast and school performance is moderately sirong and
highly unlikely to be due to chance). As far as you can tell
the researchers used good measures, and the study was
well-conducted. What do you think of this finding? Does it
make you more confident that programs that provide free
breakfasts for underprivileged children are having positive
effects on their academic performance? If you were re-
viewing a report of this study for a journal, how likely
would vou be to recommend publication? Most of us, we
suspect, would find this to be an interesting and well-
conducted study that should be in the literature.

Now consider this study: a team of researchers conducts
an experiment with a group of inner-city children. Half the
kids are randomly assigned to a condition in which they re-
ceive free breakfasts at school every morning, whereas the
other half are in a control group that does not receive this
intervention. Unfortunately the researchers introduced a
confound into their design: while the kids in the first group
eat their breakfast, teachers read to them and help them
with their homework. After a few months, the researchers
assess the kids’ school performance and find that those in
the breakfast condition are doing significantly better than
the conirols. The measure of academic performance is the
same as in the previous study and the magnitude of the ef-
fect is the same. What do you think of this experiment?

1. We have adapted this example from Mook, Wilsen, and DePaulo
{1993).

How likely would you be to recommend that it be pub-
lished? The confound in the design, we would guess, is
likely 10 be apparent and appalling to most of us. Is it eat-
ing breakfast that improved the kids’ performance, or the
reading and extra attention from the teachers? Many of us
would feel that the design of this study is so flawed that it
should not be published.

But let’s compare the two studies more carefully, The
key question is how confident can we be that eating break-
fast causes improved academic performance. The flaw in
the experiment is that we cannot be sure whether eating
breakfast or extra attention from a teacher or both were re-
sponsible for the improved performance. But how confi-
dent can we be from the correlational study? Kids who eat
breakfast probably differ in countless ways from kids who
do not. They may come from more functional families, get
more sleep—or, for that matier, have parents or teachers
whe are more likely to help them with their homework!
The experimental study, despite its flaw, rules out every
single one of these alternative explanations except for one,
Admittedly this is a serious flaw; the researchers did err by
confounding breakfast eating with extra attention from the
teachers. But the fact remains that the correlational study
leaves the door open to the same confound, and dozens or
hundreds of others besides. If the goal is to reduce uncer-
tainty about causality, surely the correlational study is
much more flawed than the experimental one.

Why, then, does it seem like more can be learmed from
the correlational study? One reason may be that the flaw in
the experiment is an act of commission (the researchers
erred by introducing a confound), whereas the flaw in the
correlational study was more an act of omission (the re-
searchers erred by failing to consider the natural confound-
ing of breakfast eating with any number of other variables).
The correlational study was done poorly, by the standards
of correlational designs; whereas the experimental study
was done poorly, by the standards of experimental designs.
Our point is that the same standard should be applied to
both types of studies: How much do they reduce uncer-
tainty about causality?

The ability to determine relationships between variables
in correlational designs has improved, we should add, with
the advent of sophisticated statistical techniques such as
structural equation modeling. These methods allow re-
searchers 1o test complex relationships between several
variables. For example, suppose a researcher measured
three variables: teachers’ expectations about how well their
students will perform, the children’s academic achieve-
ment, and the educational level of the children’s parents.
Do the teachers’ expectations predict the children’s acade-
mic achievement independenty of the third variable? Or,
does the educational level of the parents predict both
teacher expectations and children’s academic achievernent,
with no relation between these latter two variables? Several
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different relationships between these variables might exist
and structural equation modeling is a useful technique for
Jistinguishing between compeling models.

We do not have the space to review all the pros and cons
of structural equation modeling (for excellent reviews see
Kenny, Kashy, & Bolger, 1998, in this Handbook; and
Reis, 1982). Our point is that as useful as this technique is,
it cannot, in the absence of experimental manipulations
with random assignment, determine causal relationships.
{)ne of the main reasons for this is obvious but sometimes
overlooked: it is impossible to measure all variables in a
correlational design, and the researchers might have omit-
tod one or more crucial causal variables. Thus, although
there may be a direct path between two variables in a struc-
tural model (e.g., between teacher expectations and chil-
dren’s academic performance), one can never be sure
whether this is because one variable really causes the other,
or whether there are unmeasured variables that are the true
causes and happen to correlate highly with the measured
variables {e.g., perhaps the children’s performance on sian-
Jurdized tests influences both academic performance and
reachers” expectations). The only way to definitely rule out
such alternative explanations is to use experimental de-
signs in which people are randomly assigned to different
cxperimental conditions (as Rosenthal, 1994, did in his
serminal, experimental work on expectancy effects).

We hope we have convinced the reader of the great ad-
vantage of the experiment-—its ability to answer causal
questions. Some, however, might still be a little uncomfort-
able with our conclusions, in that there is one way in which
experiments are often inferior to observational and correla-
tional studies: they are often done in the “ariificial” con-
lines of a psychology laboratory and involve behaviors
{e.g., forming words from word fragments, remembering
cight-digit numbers) that seem to have little to do with the
kinds of things people do in everyday life. This is, perhaps,
the most common objection to social psychological experi-
ments—they seem “artificial” and “unrealistic” How can
we generalize from such artificial situations to everyday
life? We will consider this question at length when we dis-
cuss external validity later in the chapter. To set the stage
for this discussion it is useful to discuss some basic distine-
tions between different types of research.

Field versus Laboratory Research

Many observational and correlational studies are con-
ducted in the field, such that people are unaware that they
are being studied or observed. Laboratory research is true
1o its pame: it is conducted in a laboratory, usually in such
a way that people know they are being observed or that
they are in a scientific investigation. When we ask students
how they would study prejudice, they almost always pro-
pose field over laboratory studies. Their (quite reasonable)

assumption is that behavior is best understood if it is ob-
served in the context in which it naturally occurs, It is more
difficult o generalize when people are observed in an arti-
ficial setting that they usually do not encounter in everyday
life, such as in a laboratory in the psychology department
of a university. It is unlikely, for example, that many peo-
ple are asked to observe videotapes of people holding up
cards with word fragments, and to generate words from
these fragments.

Why, then, did Gilbert and Hixon (1991) conduct their
study in the laboratory? We discussed the answer earlier: 10
gain enough contrel over the siteation 1o be able 1o make
causal inferences. In the hypothetical correlational study we
discussed, in which students rated their instructors on the
first day of class, there was no way to epsure that students
in the different buildings had instructors with similar per-
sonalities. By showing people the same videotape of an
Asian or Caucasian woman, Gitbert and Hixon (1991}
solved this problem. Differences in ratings of the woman
were likely to be due to the independent variable (cognitive
busyness), and not to differences in who people were rating.
A critical feature of experimental designs is that the situa-
tion is identical for all people except for the independent
variables of interest. This is more difficult in naturalistic
settings, in which the experimenter is often unable to con-
trol extraneous variables that can contaminate the results.

The distinction between field and laboratory research,
however, is not always so clear-cut. One common miscon-
ception is to confuse it with the difference between experi-
mental and correlational designs. True enough, most corre-
lational studies are conducted in the field, and most
experiments are conducted in the laboratory. As seen in
Fig. 1, however, the two distinctions are not identical. It is
sometimes possible to conduct experiments in paturalistic
seltings; we will discuss some classic field experimentis
later in this chapter. It is also possible to do correlational
studies in the laboratory. The most common example of
correlation laboratory studies is the attempt to develop a
new measure of personality, in which people are given a
battery of personality tests in a laboratory session, to see
how much the new measure correlates with existing mea-
sures, Nonetheless, it is true that social psychological stud-
ies are not evenly distributed across the four cells in Fig. 1.
The majority of studies are laboratory experiments. In-
creasingly, however, social psychologists are conducting
research in nawralistic settings, and we will discuss both
laboratory and field experiments later in the chapter.

In general, the laboratory makes it easier to accomplish
the random assignment of people to conditions. In addi-
tion, a laboratory setting permits the researcher to manipu-
late independent variables more precisely and to eliminate
or minimize the intrusiveness of “extraneous” variables.
Advocates of laboratory experiments believe that the world
is a complex place consisting of a great many noisy vari-
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Laboratory Settings

Field Settings

Experimental
Designs

Laboratory Experiments

Field Experiments

Correlational
Designs

Correlational Studies
Conducted in the Laboratory

(e.g., Personality Research)

Carrelational Studies

Conducted in the Field

FIGURE 1 Experimental versus Correlational Designs in Field versus Laboratory Settings.

ables, a condition that impedes the chances of cbiaining a
pure indication of the effect of one variable upon another.
If the experimenter wants to discover the effects of an
event on the behavior, attitudes, or feelings of participants,
the laboratory provides the sterility that enables observa-
tion of those effects unencumbered by extraneous variables
that could confound interpretation. Conversely, the field is
generally regarded as being more “real.” In the real world
the event in question always occurs in context; it is that
very context that might have important but extraneous ef-
fects upon the behavior, feelings, or attitudes of the indi-
vidual, Critics of the laboratory setting have suggested that
it is silly to eliminate contextual variables in the interest of
precision if those variables are always present in the world.
We will elaberate on this distinction later in the chapter.
For now we focus on ancther distinction concerning the
focus of an experiment.

Problem-Oriented versus Process-Oriented
Research: Studying the Phenomenon versus
Studying the Process

In some experiments the researcher is mainly interested in
studying a phenomenon that he or she wants to understand
and possibly change. such as prejudice. In others, the re-
searcher is interested in the underlying mechanisms re-
sponsible for the phenomencen, This distinction may seem a
little odd, in that it probably seems that these goals are in-
terdependent—and they are. To undersiand and change a
phenomenon, it is necessary to understand the mechanisms
that cause it. How can we reduce prejudice, for example,
without understanding the psychological mechanisms that

produce it? In practice, however, there is a distinction to be
made between research that focuses on the problem itself
and research that focuses on mechanisms.

Part of this distinction involves still another one: the
difference between basic and applied research. With basic
research. investigators try to find the best answer to the
question of why people behave the way they do, purely for
reasons of intellectual curiosity. No direct attempt is made
to solve a specific social or psychoelogical problem. In con-
trast, the goal in applied research is to solve a specific
problem. Rather than investigating questions for their own
sake, constructing theories about why people do what they
do, the aim is to find ways of alleviating such problems as
racism, sexual violence, and the spread of AIDS. Thus, the
basic researcher is more likely to be interested in the mech-
anisms underlying an interesting phenomenon than the ap-
plied researcher. If applied researchers find something that
works they might not be as concerned with why. In medi-
cine, for example, there are many examples of cures that
work for unknown reasons, such as the effects of aspirin on
body temperature.

The distinction between problem-oriented and process-
oriented research, however, involves more than the distinc-
tion between applied and basic research. To illustrate this,
consider two basic researchers who are equally interested
in understanding the causes of prejudice and racism. (As
with many social psychological topics this is, of course, an
eminently applied one as well, in that the researchers are
interested in finding ways of reducing prejudice.) One re-
searcher conducts a field study in which members of dif-
ferent races interact under different conditions (e.g., coop-
eralive versus competitive settings), to study the conditions
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under which reductions in prejudicial behavior occur. The
other conducts a laboratory experiment on automatic pro-
cessing and categorization, or the way in which people cat-
egorize the physical and social world immediately, sponta-
neously, and involuntarily. The stimulus materials,
however, have nothing to do with race per se; in fact, the
issue of race never comes up in this experiment. Partici-
pants judge a white stimulus person, under conditions
thought to trigger antomatic evaluations and conditions
thought to trigger more controlled, thoughtful evaluations
(e.g., Bargh, 1989; Brewer, 1988; Uleman, 1989).

Which study is a better investigation of prejudice and
racism? Most people, we suspect, would say the former
study. What does the second study have to do with preju-
dice? How can you possibly study racism, one might
argue, without looking at behavior and attitudes of one race
ioward another? Herein lies our point: for researchers in-
terested in process and mechanisms, the study of a phe-
nomenon {such as prejudice) can involve the study of
hasic, psychological processes that are several steps re-
moved from the phenomenon itself. In our view both types
of studies are important: those that study the phenomenon
{e.g., racism) itself and work backward to try to discover
its causes, and those that study the basic mechanisms of
human perception, cognition, motivation, emotion, and be-
havior, and then work forward 1o apply these concepts to
important problems (e.g., racism).

Like our earlier distinctions, we hasten to add that this
one is not entirely clear-cut. Sometimes research is both
problem- and process-oriented; it explores a problem and
the mechanisms responsible for it simultaneously. Often,
however, the focus of research on a particular problem
changes as research on it progresses. As noted by Zanna
and Fazio (1982}, initial investigations of a problem tend to
explore “is” questions: What is the phenomenon? Does it
exist? These studies are, in our terms, very much problem-
oriented; they establish the existence of a particular phe-
nomenon (e.g., whether there is a stereotype based on
physical attractiveness). When this question is answered
researchers typically move on to questions that have more
to do with the underlying mechanisms, namely, studies ex-
ploring variables that moderate or mediate the effect. Inter-
cstingly, these process-oriented studies sometimes do not
study the original problem at all, focusing instead on gen-
eral mechanisms that produce many different effects (as in
our example of basic research on categorization and im-
pression formation that do not study interactions between
people of different races, but which are guite relevant to
stereotyping and prejudice).

~Qur position is that to understand the causes of social
psychological phenomena, it is often necessary to conduct
experimental rather than correlational or observational
studies, with process-oriented rather than problem-oriented
approaches. Again, we do not intend to demean or devalue

other approaches; any problem is best understood with a
variety of techniques, and we have used other methods our-
selves (e.g., correlational designs). To really get at the heart
of a problem, however—namely, to understand its
causes-~experimental, process-oriented studies are often
the method of choice, usually conducted in the laboratory
instead of the field.

Interestingly, this assertion runs against the grain of the
layperson’s view of how research should be conducted.
Think back 1o our early example of the student’s sugges-
tion about how to study prejudice: it was an observaticnal
study, it was conducted in the field, and it was problem-ori-
ented rather than process-oniented. In general, we find that
many people new 1o the field of social psychology believe
that a problem should be studied in as natural a context as
possible {i.e., in the field), often using correlational or ob-
servational techniques. Further, there is a definite prefer-
ence for problem-oriented research. 1f the goal is to under-
stand prejudice then the topic of the study should be
prejudice. We have never heard a student new to the field
say, “Prejudice should be studied by doing laboratory stud-
ies on automaticity or cognitive dissonance theory!”

Because of this (understandable) bias, students are
sometimes dismayed 1o encounter so many studies that are
just the opposite: experimental, laboratory, process-ori-
ented studies. We hope the reader is at Jeast somewhat con-
vinced that in addition to studying a phenomenon such as
prejudice in naturalistic settings, it is critical to study its
underlying mechanisms in the laboratory, so that the causal
relationships between intervening variables can be estab-
lished more definitely. Sometimes, as we will see, this in-
volves studying fundamental psychological processes, such
as cognitive dissonance, attitude change, and social cogni-
tion in the laboratory, even if such studies do not directly
investigate prejudice.

We will return to a discussion of the limits of laboratory
research later in the chapter, when we discuss such issues
as how the results obtained in the laboratory can be gener-
alized to everyday life. Given the clear advantages of labo-
ratory experiments--namely, the ability to determine
causal relationships between variables—we turn now to a
detailed discussion of how to do a laboratory experiment.
In discussing the nuts and bolts of experimentation we will
not lose sight of these important questions about the advan-
tages or disadvantages of experiments and will in fact re-
turn to these issues frequenty.

PLANNING AND CONDUCTING A
LABORATORY EXPERIMENT

The best way to describe how to conduct an experiment is
to take a real study and dissect it carefully, examining how
it was done and why it was done that way. We have chosen
for illustrative purposes a classic laboratory experiment by
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Aronson and Mills (1959). We use this experiment for sev-
eral reasons. First, it illustrates clearly both the advantages
and the challenges of attempting to do experimental re-
search in social psychology; we did not select it for its pu-
rity as a model of experimental efficiency. Second, we dis-
cuss it as an example of basic, process-oriented research
that is applicable to many different phenomena, including
the one already mentioned—prejudice. At first glance this
might be difficult to see, in that the Aronson and Mills
(1959) study investigated the effects of the severity of an
initiation on liking for a discussion group—a topic which
seems far removed from the kinds of prejudice and racism
we see around us today. Indeed, some aspects of the Aron-
son and Mills study might even seem old-fashioned: it was,
after all, conducted nearly forty years ago. Nonetheless it
deals with basic issues that are as fresh and important
today as they were in 1959: What happens when people in-
vest time and effort in something, such as joining a social
group, that turns out to be much less enjoyable than they
thought it would be? Can the psychological processes that
are triggered add to our understanding of why people in
contemporary society tend to be attached 1o their own
groups to an extreme degree, and why they derogate mem-
bers of other groups? The fact is that a laboratory experi-
ment-—even one conducted four decades ago—bécause it
illuminates basic psychological processes does have a lot
to say about a variety of current real-world phenomena, in-
cluding prejudice.

Aronson and Mills set out to test the hypothesis that in-
dividuals who undergo a severe initiation in order to be ad-
mitted to a group will find the group more attractive than
they would if they were admitied to that group with little or
no initiation. To test this hypothesis, they conducted the
following experiment. Sixty-three college women were re-
cruited as volunteers to participate in a series of group dis-
cussions on the psychology of sex. This format was a ruse
in order to provide a setting wherein people could be made
to go through either mild or severe initiations in order to
gain membership in a group.

Each participant was tested individually. When a partic-
ipant artived at the laboratory, ostensibly ta meet with her
group, the experimenter explained to her that he was inter-
ested in studying the “dynamics of the group discussion
process” and that, accordingly, he had arranged these dis-
cussion groups for the purpose of investigating these dy-
namics, which included such phenomena as the flow of
communications, who speaks to whom, and so forth. He
explained that he had chosen as a topic “The Psychology
of Sex” in order to attract volunteers, as many college peo-
ple were interested in the topic. He then went on to say
that, much to his dismay, he subsequently discovered that
this topic presented one great disadvantage: namely, that
many volunteers, because of shyness, found it more diffi-
cult to participate in a discussion about sex than in a dis-
cussion about a more neutral topic. He explained that his

study would be impaired if a group member failed to par-
ticipate freely. He then asked the participant if she felt able
to discuss this topic freely. Each participant invariably
replied in the affirmative.

The instructions were used to set the stage for the initia-
tion that followed. The participants were randomly as-
signed to one of three experimental conditions: a severe-
initiation condition, a mild-initiation condition, or a
no-initiation condition. The participants in the no-initiation
condition were told, at this point, that they could now join
a discussion group. It was not that easy for the participants
in the other two conditions. The experimenter t0ld these
participants that he had to be absolutely certain that they
could discuss sex frankly before admitting them to a group.
Accordingly, he said that he had recently developed a test
that he would now use as a “screening device” to eliminate
those students who would be unable to engage in such a
discussion without excessive embarrassment. In the severe-
initiation condition, the test consisted of having people re-
cite (to the male experimenter) a list of 12 obscene words
and two vivid descriptions of sexual activity from contem-
porary novels. In the mild-initiation condition, the women
were merely required to recite words related to sex that
were not obscene.

Each of the participants was then allowed to “sitin” on a
group discussion that she was told was being carried on by
members of the group she had just joined. This group was
described as one that had been meeting for several weeks;
the participant was told that she would be replacing a group
member who was leaving because of a scheduling conflict.

To provide everyone with an identical stimulus, the ex-
perimenter had them listen to the same tape-recorded
group discussion. At the same time, the investigators felt it
would be more involving for participants if they didn’t feel
that they were just listening to a tape recording but were
made to believe that this was a live-group discussion. In
order to accomplish this and to justify the lack of visual
contact necessitated by the tape recording, the experi-
menter explained that people found that they could talk
more freely if they were not being looked at; therefore,
each participant was in a separate cubicle, talking through
a microphone and listening in on headphones. Since this
explanation was consistent with the other aspects of the
cover story, all the participants found it convincing.

Needless to say, it was important to discourage partici-
pants from trying to “talk back”™ to the tape, since by doing
so they would soon discover that no one was responding to
their comments. In order to accomphish this, the experi-
menter ¢xplained that it would be better if she did not try
to participate in the first meeting, since she would not be
as prepared as the other members who had done some pre-
liminary readings on the topic. He then disconnected her
microphone.

At the close of the taped discussion, the experimenter
returned and explained that after each session all members
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were asked to rate the worth of that particular discussion
and the performance of the other participants. He then pre-
sented each participant with a list of rating scales. The re-
sults confirmed the hypothesis. The women in the severe-
initiation condition found the group much more atiractive
than did the women in the mild-initiation or the no-initia-
tion conditions,

At first glance, this procedure has some serious prob-
lems. As with the Gilbert and Hixon (1991) study we dis-
cussed earlier, the experimenters constructed an elaborate
scenario bearing little relation to the “real-life” situations
in which they were interested. The “group” which people
found attractive was, in fact, nothing more than a few
voices coming in over a set of earphones. The participant
was not allowed to see her fellow group members nor was
she allowed to interact with them verbally. This situation is
a far cry from group interaction as we know it outside the
laboratory. In addition, reciting a list of obscene words is
undoubtedly a much milder form of initiation to a group
than maost actual initiation experiences outside the labora-
tory (e.g., a college fraternity or into the Marine Corps).
Moreover, the use of deception raises serious ethical prob-
lems-as well as more pragmatic ones such as whether or
not the deception was successful.

The reasons why Aronson and Mills (1959) opted to do
a laboratory experiment should be clear from our earlier
discussion of experimental versus correlational methods
and laboratory versus field research: the ability to control
extraneous variables and the ability to randomly assign
people to the different conditions. They could have opted
1o study real groups, such as fraternities and sororities,
measuring the severity of their initiations and the attrac-
tiveness of each group to its members. Though such a
study would have some advantages, we trust its disadvan-
lages are by now clear; the inability to determine causality.
Because of the inability to control extraneous variables
{i.e., the actual attractiveness of the different fraternities
and sororities) and the inability to randemly assign people
to condition {i.e., to groups with mild or severe initiations),
there would be no way of knowing whether severe initia-
tions caused more atiraction to the group. For example, it
may be that desirable fraternities are inundated with appli-
cants; because of this, they set up severe initiations to dis-
courage people from applying. Once word gets around,
only those who are highly motivated to join those pariicu-
lar fraternities are willing to subject themselves to severe
initiations. If this were the case, it is not the severity of the
initiation that caused people to find the fraternities atirac-
tive; rather, it is the attractiveness of the fraternities that
produced the severity of the initiation!

Choosing the Type of Experiment to Perform

Let us assume that you are a novice researcher with a ter-
rific idea for an experiment. The first decision you would

want to make is whether to design your experiment for the
laboratory or the field. While this is an impostant individ-
ual decision for the novice, it is our position that all experi-
ments should be conducted in a variety of settings. Thus,
we advocate that, ideally, all experimentally researchable
hypotheses should be tested in both the laboratory and the
field. As we have mentioned, and will discuss in detail
later, each approach has its advantages and disadvantages.
There is no logical reason, however, for starting in one do-
main or the other nor is there any reason for assuming that
particular hypotheses lend themselves more easily to the
laboratory or the field. The decision is frequently dictated
by such factors as the momentary availability of resources,
idiosyncratic preferences of the experimenter, and so on.
Suppose you decide to bring the experiment into the
lzboratory. The next decision you must make is whether
the experiment is to be an impact or a judgment type. In
impact experiments people are active participants in an un-
folding series of events and have to react to these events as
they occur. Often, these events have a substantial impact on
their self-views and people thus become deeply involved in
the experiment. In judgment experiments participants are
more like passive observers; they are asked to recognize,
recall, classify, or evaluate stimulus materials presented by
the experimenter. Little direct impact on participants is in-
tended, except insofar as the stimulus materials capture
people’s attention and elicit meaningful judgmental re-
sponses. Thus, the crucial distinction between an impact
experiment and a judgment experiment is whether or not
the event in question is happening to the participant. In the
Aronson and Mills experiment, for example, the embar-
rassment produced by reciting obscene words was happen-
ing to the participants themselves. It is the effect of that
embarrassment that is the major interest of the experi-
menter. In a judgment study the event might be important
and dramatic, but it is not happening to the participant. For
example, 1 (the participant) might read about or witness
(via film} an aggressive or violent act (which might sicken
or outrage me), but the violent act is not happening to me.
There are ideas that can be tested by either technique;
for example, the investigation of equity. In some of these
experiments, people are simply handed a description of the

‘effort expended and product produced by individuals,

given a distribution of the relative rewards or payments to
the individual, and asked to evaluate the equity of the dis-
ribution. In other experiments, a person’s own effort or
output is rewarded in a more or less equitable way, and he
or she is allowed to respond.

Some hypotheses, however, can only be tested with one
type of experiment, A researcher who was interested in the
effects of sexual arousal on persuasibility would be in the
domain of the impact study. 1t would be absurd to conduct
an experiment on the effects of sexual arousal without
doing something aimed at affecting the degree of sexual
arousal among some of the participants. On the other hand,
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some hypotheses are judgmental in nature. For example, as
we saw, Gilbert and Hixon (1991) hypothesized that
stereotypes are more likely to be activated when people are
not cognitively busy. They pointed out that interacting with
a member of a sterectyped group can itself make people
“busy,” in that people have to think about their own actions
and the impressions they are making at the same time they
are forming an impression of the other person. Thus, to see
whether stereotypes are more likely to be triggered when
people are nof cognitively busy, it was impertant 1o have
people judge a member of a stereotyped group but not to
interact with this person—in short, to make it more of a
judgment than an impact study. They accomplished this by
showing people a videotape of an Asian or Caucasian
woman, instead of having them actually meet and interact
with the woman. '

The point is that researchers should tailor their method
to their hypothesis. Judgment experiments are usually eas-
ier to do, because they require a less elaborate “setting of
the stage” to involve the participants in an impactful situa-
tion. If researchers are interested in what happens when a
person’s self-concept is engaged by a series of events that
happen to that person, however, there is no substitute for
the impact experiment.

The Four Stages of Laboratory Experimentation

The process of planning a laboratory experiment consists
of four basic stages: (1) setting the stage for the experi-
ment, (2) constructing the independent variable, (3) mea-
suring the dependent variable, and (4) planning the postex-
perimental follow-up. In this section we will suggest ways
of developing a sensible and practical modus operandi for
each of those stages. We will be Jooking at both the impact
experiment and the judgment experiment. It should be
mentioned at the cutset that the four phases listed above
apply to both types of laboratory experiment. Almaost with-
out exception, however, the impact experiment is much
more complex and involves a wider scope of planning than
does the judgment experiment. In effect, the judgment ex-
periment is a “*bare bones” operation. Although the design
of both types requires attention to similar issues (e.g., ran-
dom assignment, the crder of presentation of the stimulus
materials, and the context in which these materials are pre-
sented), the impact experiment entails a more elaborate
scenario. Accordingly, much of our discussion will be de-
voted to the high-impact type of study, not because we
consider such experiments as necessarily more important
but because we consider them more complex,

Setting the Stage In designing any laboratory experi-
ment, a great deal of ingenuity and invention must be di-
rected toward the context, or stage, for the manipulation of
the independent variable. Because of the fact that our par-

ticipants tend to be intelligent, adult, curious humans, the
setting must make sense to them. It not only must be con-
sistent with the procedures for presenting the independent
variables and measuring their impact but also can and
should enhance that impact and help to justify the collec-
tion of the data.

Many experiments involve deception; if deception is
used, the seiting must include a sensible, internally consis-
tent pretext or rationale for the research as well as a context
that both supports and enhances the collection of the data
and reduces the possibility of detection. This false rationale
is often referred to as a cover story.

In a judgment experiment, the cover story is typically
less elaborate and more straightforward than in an impact
experiment. Although deception is frequently used in a
judgment experiment, it is usually minimal and aimed pri-
marily at increasing the interest of the participants and pro-
viding a credible rationale for the data collection proce-
dures and judgment task. For example, Aronson,
Willerman, and Floyd {1966) performed a judgment exper-
iment to test the hypothesis that the attractiveness of a
highly competent person would be enhanced if that person
committed a clumsy blunder—because the clumsy blunder
would tend to humanize the person. To provide an ade-
quate test of the hypothesis, it was necessary to expose
people to one of four experimental conditions: (1) a highly
competent person who commits a clumsy blunder, (2) a
highly competent person who does not commit a clumsy
blunder, {3) a relatively incompetent person who commits
a clumsy blunder, and (4) a relatively incompetent person
who does not.

What would be a reasonable context that would justify
exposing people to one of these stimulus persons and in-
ducing them to rate the atiractiveness of that person? The
experimenters simply informed the participants (who were
students at the University of Minnesota) that their help was
needed in selecting students to represent the university on
the College Bowl, a television program pitting college stu-
dents from various universities against one another in a test
of knowledge. They told the participants that they could
evaluate the general knowledge of the candidates objec-
tively, but that this was only one criterion for selection. An-
other crilerion was judgments from the participants con-
cerning how much they liked the candidates. The
experimenter then presented the participant with a tape
recording of a male stimulus person being interviewed.
This stimulus person answered a number of questions ei-
ther brilliantly or not so brilliantly and either did or did not
clumsily spill a cup of coffee all over himself. The partici-
pants then rated the stimulos person on a series of scales.
The cover story in this experiment was simple and straight-
forward and did succeed in providing a credible rationale
for both the presentation of the stimulus and the collection
of the data,
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.Providing a convincing rationale for the experiment is
almost always essential, since participants do attempt to
make sense of the situation and to decipher the reasons for
the experiment. A good cover story is one that embraces all
the-necessary aspects of the experiment in a plausible man-
ner and thus eliminates speculation from a participant
about what the experimenter really has in mind. Tt also
should capture the attention of the participants so that they
remain alert and responsive to the experimental events.
This is not meant facetiously; if a cover story strikes the
participants as being a trivial or silly reason for conducting
an experiment, they may simply tune out. If the partici-
pants are not attending to the independent variable, it will
have little impact on them,

The setting may be a relatively simple one, or it may in-
volve an elaborale scenario, depending on the demands of
the situation, Obviously, the experimenter should set the
stage as simply as possible. If a simple setting succeeds in
providing a plausible cover story and in capturing the at-
tention of the participants, there is no need for greater elab-
oration. A more elaborate setting is sometimes necessary,
especially in a high-impact experiment. For example, sup-
pose one wants to make people fearful. One might achieve
this goal by simply telling the participants that they will re-
ceive a strong electric shock. Yet the chances of arousing
strong fear are enhanced if one has set the stage with a tri-
fle more embellishment. This can be done by providing a
medical atmosphere, inventing a medical rationale for the
experiment, having the experimenter appear in a white Jab-
oratory coat, and allowing the participant to view a formi-
dable, scary-locking electrical apparatus as in Schachter’s
{1939) experiments on the effects of anxiety on the desire
to affiliate with others. One might go even further by pro-
viding the participant with a mild sample shock and imply-
ing that the actual shocks will be much greater.

The point we are making here is that in a well-designed
experiment, the cover story is an intricate and tightly
woven tapestry. With this in mind, let us take another look
at the Aronson and Mills (1959} experiment. Here we shall
indicate how each aspect of the setting enhanced the im-
pact and/or plausibility of the independent and dependent
variables and contributed to the control of the experiment.
The major challenge presented by the hypothesis was to
justify an initiation for admission to a group. This was
solved, first, by devising the format of a sex discussion,
and second, by inventing the cover story that the experi-
menters were interested in studying the dynamics of the
discussion process. Combining these two aspects of the
setting, the experimenter could then, third, mention that be-
cause shyness about sex distorts the discussion process, it
was, fourth, necessary to eliminate those pecple who were
shy about sexual matters by, fifth, presenting the partici-
pants with an embarrassment test.

All five aspects of the setting led directly to the manipu-

lation of the independent variable in a manner that made
good sense to the participants, thereby allaying any suspi-
cions. Moreover, this setting allowed the experimenter to
use a tape-recorded group discussion (for the sake of con-
trol) and at the same time to maintain the fiction that it was
an ongoing group discussion {for the sake of impact).

This fiction of an already formed group served another
function in addition to that of enhancing the involvement
of the participants. It also allowed the experimenter to ex-
plain to the participant that all the other members had been
recruited before the initiation was made a requirement for
admission. This procedure eliminated a possible confound-
ing variable, namely, that participants might like the group
better in the severe-initiation condition because of the feel-
ing that they had shared a common harrowing experience.

Finally, because of the manner in which the stage had
been set, the dependent variable (the evaluation of the
group) seemed a very reasonable request. In many experi-
mental contexts, obtaining a rating of attractiveness tends
to arouse suspicion. In this context, however, it was not jar-
ring to the participant to be told that each member stated
her opinion of each discussion session, and therefore it did
not surprise the participant when she was asked for her
frank evaluation of the proceedings of the meeting. Ulti-
mately, the success of a setting in integrating the various
aspects of the experiment is an empirical guestion: Do the
participants find it plausible? In the Aronson-Mills experi-
ment only one of sixty-four participants expressed any sus-
picions about the true nature of the experiment.

The testing of some hypotheses is more difficult than
others because of their very nature. But none is impossible;
with sufficient patience and ingenuity a reasonable context
can be constructed to integrate the independent and depen-
dent variables regardless of the problems inherent in the
hypothesis.

Constructing the Independent Variahle The indepen-
dent variable is the experimental manipulation. It is, ide-
ally, a variable that is independent of all sources of varia-
tion except those specifically under the control of the
experimenter. One of the most important and difficult parts
of experimental design is constructing an independent vari-
able that manipulates only what you want it to manipulate.
The experimenter begins with what we will call the con-
ceptual variable, which is a theoretically important vari-
able that he or she thinks will have a causal effect on peo-
ple’s responses. In the Aronson and Mills study, for
example, the conceptual variable might be thought of as
cognitive dissonance caused by an embarrassing initiation.
There are many ways to iranslate an abstract conceptual
variable such as this into a concrete experimental opera-
tion. One of the most important parts of experimental de-
sign 18 to devise a procedure that “captures” the conceptual
variable perfectly without influencing any other factors. If



N

112 Part Two / Methodological Perspectives

we have our participants recite a list of obscene words and
then listen to a boring group discussion, how can we be
sure that this is, in fact. an empirical realization of our con-
ceptual variable? Sometimes this is very difficult, and after
an experiment is done, the researcher realizes that whereas
participants in Conditions A and B were thought to differ
only in one conceptual variable (the amount of cognitive
dissonance peaple experienced), they also differed in some
other way.

Controversy over the correct interpretation of the results
cbtained in the Aronson and Mills initiation experiment
discussed earlier provides an example of this problem. The
complex soctal situation used by Aronson and Mills has
many potential interpretations, including the possibility
that reading obscene materials generated a state of sexual
arousal that carried over {0 reactions to the group discus-
sion. I that were the case, it could be that transfer of
arousal, rather than effort justification, accounted for the
higher attraction to the group.

A replication of the initiation experiment by Gerard and
Mathewson (1960) ruled out this interpretation. Their ex-
periment was constructed so as to differ from the Aronson
and Mills study in many respects, For example, Gerard and
Mathewson used electric shocks instead of the reading of
obscene words as their empirical realization of severe initi-
ation (and the dissonance it produced); the shocks were
justified as a test of “emotionality” rather than as a test of
embarrassment; the tape recording concerned a group dis-
cussion of cheating rather than of sex; and the measure of
attractiveness of the group differed slightly. Thus sexual
arousal was eliminated as a concomitant of the experimen-
tal procedures. The results confirmed the original findings:
people who underwent painful electric shocks in order to
become members of a dull group found that group to be
more attractive than did people who underwent mild
shocks. Such a confirmation of the basic initiation effect
under quite different experimental operations supports, at
least indirectly, the idea that it was cognitive dissonance
produced by a severe initiation, and not some other con-
ceptual variable, that was responsible for the results. A
considerable amount of research in social psychology has
been motivated by similar controversies over the valid in-
terpretation of results obtained with complex experimental
procedures.

We will return to this issue later in the chapter, when we
discuss different kinds of validity of experiments, We re-
turn now to a discussion of independent variables and how
they should be administered. Recall that the essence of an
experiment is the random assignment of participanis 10 ex-
perimental conditions. For this reason, it should be obvious
that any characteristics that the participants bring to the ex-
periment cannot be regarded as independent variables in
the context of a true experiment. Although such character-
istics as prejudice, intelligence, self-esteem, and socioeco-

nomic class can be measured and taken into account or ig-
nored, they should not be regarded as independent vari-
ables of an experiment. It is not infrequent to find an “ex-
periment” purporting to assess the effects of a participant
variable (like level of self-esteem, for example) on some
behavior in a specific situation. It should be clear that al-
though such a procedure may produce interesting results, it
is not an experiment because the variable was not ran-
domly assigned.

Nonrandom assignment of participants to experimental
conditions is not confined to the use of personality mea-
sures in lieu of experimental treatments. It usually takes
place in more subtle ways. One of the most common oc-
curs when the experimenter is forced to perform an “inter-
nal analysis” in order to make sense out of his or her data.

The term “internal analysis” refers to the following situ-
ation. Suppose that an experimenter has carried out a true
experiment, randomly assigning participants to different
treatment conditions. Unfortunately, the treatments do not
produce any measurable differences on the dependent vari-
able. In addition, suppose that the experimenter has had the
foresight to include an independent measure of the effec-
tiveness of the experimental treatment. Such “manipulation
checks” are always useful in providing information about
the extent to which the experimental treatment had its in-
tended effect on each individual participant. Now, if the
manipulation check shows no differences between experi-
mental treatments, the experimenter may still hope to sal-
vage his or her hypothesis. That is, the manipulation check
shows that for some reason the treatments were unsuccess-
ful in creating the internal states in the participants that
they were designed to produce. Since they were unsuccess-
ful, one would not expect to see differences on the depen-
dent variable. In this case, the experimenter may analyze
the data on the basis of the responses of the participants to
the manipulation check, resorting participants into “treat-
ment” according to their responses to the manipulation
check. This is an internal analysis.

For example, Schachter (1959} attempted to alter the
amount of anxiety experienced by his participants by vary-
ing the description of the task in which the participants
were to engage. However, in some of the studies, many
participants who had been given the treatment designed to
produce low anxiety actually reported higher anxiety levels
than some who had been given the treatment designed to
produce high anxiety. From the results of an internal analy-
sis of these data, it does seem that anxiety is related to the
dependent variable. Again, these data can be useful and
provocative, but since the effect was not due to the manipu-
lated variable, no causal statement can be made. Although
many of the “highly anxious” participants were made anx-
ious by the “high-anxiety” manipulation, many were
highly anxious on their own. Since people who become
anxious easily may be different from those who do not, we
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are dealing with an implicit personality variable. This
means that we can no longer claim random assignment—
and, in effect, we no longer have an experiment.

- Another situation in which the treatments are assigned
nonrandomly occurs when the participants assign them-
selves to the experimental conditions. That is, in certain ex-
perimental situations the participant, in effect, is given a
choice of two procedures in which to engage. The experi-
menter then compares the subsequent behavior of partici-
pants who choose one alternative with those who choose
ihe other. For example, in one study, Wallace and Sadalla
{1966) placed participants in a room with a complex ma-
chine and had a confederate tempt them to press a conspic-
uous button on the front of the machine. When a partici-
pant pressed the button, the machine exploded.
Unfortunately, whether or not a participant chose to press
the button was determined by the participant and not by the
experimenter. Siace there may be important differences be-
tween those who choose to press and those who do not, the
experimenters in this kind of situation relinguish control to
the participant and are left with a nonexperimental study.

The problem of free choice is a particularly sticky one
because, if the hypothesis involves the effect of choice, it is
obviously important to give the participant a perception of
clear choice. Yet this perception must remain nothing more
than a perception, for as socn as the participant takes ad-
vantage of it, we are beset with the problems of nonrandom
assignment. One solution to this problem is to conduct a
pilot test of the variable until a level is found for it that is
just sufficient enough to inhibit participants from actually
choosing the “wrong” behavior. For example, in an experi-
ment by Aronsen and Carlsmith (1963), children were
given either a mild or severe threat to prevent them from
playing with a desirable toy. In order for this experiment 10
work, it was critical to make the mild threat strong enough
to ensure compliance. On the other hand, it could not be
too strong, for the experimental bypothesis hinged upon
the child’s not having a terribly good reasen for declining
10 play with the toy. The situation had to be one in which
the child was making a choice whether to play or not to
play with the specific toy and was bothered by the lack of a
good reason to avoid playing with that toy. It is sometimes
possible to find such a level by claborate pretesting. As an
altenative, in some experimental situations a solution can
be effected through the use of instructions that give a
strong perception of choice, although little choice is actu-
ally present.

Berween- versus within-subject designs  Another decision
facing the experimenter is whether to manipulate the inde-
pendent variable on a between-subject or within-subject
basis. In a between-subject design people are randomly as-
signed to different Jevels of the independent varjable, as in
the Aronson and Milis study, in which different groups of

people received different levels of initiation. In a within-
subject design all participants receive all levels of the inde-
pendent variable. For example, in the literature on detect-
ing deception, participants are typically shown a videotape
of another person and are asked to judge whether that per-
son is lying or telling the truth. A number of factors have
been manipulated to see how easy it is to tell whether the
person is lying, such as whether the person on the tape is
saying something good or bad about another person, and
whether the person had the opportunity to think about and
plan the lie before delivering it {e.g., DePaulo, Lanier, &
Davis, 1983). These factors are often manipulated on a
within-subject basis. In the DePaulo et al. (1983) study, for
example, participants watched people make four state-
ments: a planned lie, a spontaneous lie, a planned true
statement, and a spontaneous true statement. The partici-
pants did not know which statement was which, of course;
their job was to guess how truthful each statement was. As
it turned out, people were able to detect lies at better than
chance levels, but spontaneous lies were no easier to detect
than planned lies.

Within-subject designs are often preferred, because
fewer participants are required to achieve sufficient statisti-
cal power. Imagine that DePaulo et al. (1983) has used a
between-subject design, such that four separate groups of
participants saw statements that were either planned lies,
unplanned lies, planned truthful statements, or unplanned
truthful statements. They probably would have had to in-
clude at least 15 people per condition, for a total of 60 par-
ticipants. By using a within-design in which every partici-
pant was run in each of the four conditions, fewer people
were needed (there were only 24 people who judged the
statements in this study).

One reason fewer participants are needed is because
each participant serves as his or her own control; each per-
son's responses in one condition are compared to that same
person’s responses in the other conditions. This controls
for any number of individual difference variables that are
treated as error variance in a between-subject design. Sup-
pose, for example, that one participant has a very suspi-
cious view of the world and thinks that people are lying
most of the time. Another participant is very trusting and
thinks that people seldom lie. Suppose further that a be-
tween-subject design was used, and the distrustful and
trusting people are randomly assigned to different condi-
tions. In this design, it would be difficult to separate the ef-
fects of the independent variable (e.g., whether the person
on the tape was lying or telling the truth) from how suspi-
cious participants are in general. With random assignment,
of course, individual differences are averaged across condi-
tion; the number of suspicious versus trusting people
should be roughly the same in all conditions. Nonetheless
the “noise” produced by personality differences makes it
difficult to detect the “signal” of the effects of the indepen-
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dent variable, and a large number of participants often have
to be run to detect the “signal.” In a within-subject design
this problem is solved by running every person in every
condition. The suspicious person’s responses to the lies are
compared 1o his or her responses to the nonlies, thereby
“subtracting out™ his or her tendency to rate everyone as
deceptive.

If a within-subject design is used it is important, of
course, 1o vary the order of the experimental conditions, to
make sure that the effects of the independent variable are
not confounded with the order in which pecple receive the
different manipulations. This is referred to as “counterbal-
ancing,” whereby participants are randomly assigned 1o get
the manipulations in different orders. In the DePaulo et al.
(1983) study, for example, the presentation of the deceptive
versus nondeceptive statements and planned versus un-
planned statements was counterbalanced, such that differ-
ent participants saw the statements in different orders.

In many social psychological experiments within-sub-
Jject designs are not feasible, because it would not make
sense to participants to evaluate the same stimulus more
than once under slightly different conditions. For example,
in the experiment by Aronson, Willerman, and Floyd, once
a participant was exposed (o a tape recording of a compe-
tent person spilling coffee, it would have been ludicrous to
present that same participant with an otherwise identical
tape of a competent person who doesn’t spill coffee. Who
would believe that there are two people in the world who
are identical in all ways except for their coffee-spilling be-
havior? By the same token, in the vast majerity of impact
experiments, the nature of the impactful manipulation pre-
cludes utilization of the same participants in more than one
condition. For example, in the Aronson and Mills experi-
ment, once the experimenters put a participant through a
severe initiation in order to join a group and then asked her
to rate the attractiveness of that group, it would have been
silly 1o ask her to start al] over and go through a mild inttia-
tion! Thus, within-subject designs are preferable if at all
possible, but in many studies—especially impact experi-
ments—they are not feasible.

Avoiding participant awareness biases 1t is arguably
more challenging to perform a meaningful experiment in
sacial psychology than in any other scientific discipline for
one simple and powerful reason: in social psychology, we
are testing our theories and hypotheses on adult human be-
ings who are almost always intelligent, curious, and expe-
rienced, They are experienced in the sense that they have
spent their entire lives in a soctal environment and—be-
cause of their intelligence and curiosity-—they have formed
their own theories and hypotheses about precisely the be-
haviors we are trying to investigate. That is to say, every-
one in the world, including the participants in our experi-
ments, is a social psychological theorist.

In a nutshell, the challenge {(and the excitement) of
doing experiments in social psychology lies in the quest to
find a way to circumvent or neutralize the theories that the
participants walk in with so that we can discover their true
behavior under specifiable conditions—rather than being
Iefl to ponder behavior that reflects nothing more than how
the subjects think they should behave in a contrived at-
tempt to confirm their own theory.

One special form of participant awareness is closely re-
lated to the idea of “demand characteristics” as described
by Orne (1962). Demand characteristics refers to features
introduced into a research setting by virtue of the facts that
it is a research study and that the participants know that
they are part of it. As aware participants, they are moti-
vated to make sense of the experimental situation, to avoid
negative evaluation from the experimenter, and perhaps
even to cooperate in a way intended to help the experi-
menter confirm the research hypothesis (Sigall, Aronson &
Van Hoose, 1970). Such motivational states are likely 1o
make participants highly responsive to any cues—intended
or unintended—in the research situation that suggest what
they are supposed to do to appear normal or “to make the
study come out right.” This problem can present itself in
both impact and judgment experiments, particularly those
in which each participant is exposed to more than one vari-
ation of the stimulus. Such a procedure, by its very nature,
increases the probability that the participant will begin to
guess which aspects of the experiment are being systemati-
cally varied by the experimenter. This is Jess of a problem
in most impact experiments where participants are pre-
sented with only one variation of a given independent vari-
able. But, of course, manipulations with high impact may
also create problems of participant awareness. It is for this
reason that experimenters frequently employ deception,
elaborate cover stories, and the like.

Another aspect of the problem of demand characteris-
tics and participant awareness is the possibility that the ex-
perimenter’s own behavior provides inadvertent cues that
influence the responses of the participants. In our experi-
ence novice researchers often dismiss this possibility; they
smile knowingly and say, “Of course I wouldn’t act in such
& way to bias people’s responses.” Decades of research on
expectancy effects, however, show that the transmission of
expectations to participants is subtle and unintentional, and
that this transmission can have dramatic effects on partici-
pants’ behavior. It can occur even between a human experi-
menter and an animal participant; in one study, for exam-
ple, rats learned a maze quickly when the experimenter
thought they were good learners and slowly when the ex-
perimenter thought they were poor learners (Rosenthal &
Lawson, 1964, Rosenthal, 1994).

Therefore steps must be taken to avoid this transmission
of the experimenter’s hypotheses to the research partici-
pants. One way of doing so is to keep the experimenter un-
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aware of the hypothesis of the research. The idea here is
that if the experimenter does not know the hypothesis, he
or she cannot transmit the hypothesis to the research partic-
ipants. In our judgment, however, this technique is inade-
guate. One characteristic of good researchers is that they
are hypothesis-forming organisms. Indeed, as we men-
tioned earlier, this is one characteristic of all intelligent hu-
mans. Thus, if not told the hypothesis, the research assis-
tant, like a participant, attempts to discover one. Moreover,
keeping the assistant in the dark reduces the value of the
educational experience. Since many experimenters are
graduate students, full participation in an experiment is the
most effective way of learning experimentation. Any tech-
nique involving the experimenter’s ignorance of the hy-
pothesis or a reduction in contact with the supervisor is a
disservice to him or her. A more reasonable solution in-
volves allowing the experimenters to know the true hypoth-
esis but keeping them jgnorant of the specific experimental
condition of each participant. In theory, this is a simple and
complete solution to the problem and should be employed
whenever possible.

In a study by Wilson et al. (1993), for example, the in-
dependent variable was whether people were asked to think
about why they felt the way they did about some art
posters, to examine the effects of introspection on attitude
change and satisfaction with consumer choices. Partici-
pants were told that the purpose of the study was to exam-
ine the different types of visual effects that people like in
pictures and drawings, and that they would be asked to
evaluate some posters. The critical manipulation was
whether people wrote down why they felt the way they did
about each poster (the reasons condition) or why they had
chosen their major (the control condition). To assign peo-
ple to condition randomly, the experimenter simply gave
them a questionnaire from a randomly ordered stack. To
make sure the experimenter did not know whether it was
the reasons or control guestionnaire an opague cover sheet
was stapled to each one. The experimenter left the room
while the participant completed the questionnaire, and thus
throughout the experiment was unaware whether the par-
ticipant was in the reasons or control condition.

In other types of expenments the experimental manipu-
lations cannot be delivered simply by having people read
writlen instructions, making it more difficult to keep the
experimenter unaware of condition. In studies on intsinsic
motivation, for example, the critical manipulation is the
level of reward people believe they will get for performing
a task. This could be conveyed in written form, but there is
a risk that participants will not read the questionnaire care-
fully enough, missing the crucial information about the re-
ward. A frequently used solution to this problem is to tape
record the instructions and to keep the experimenter un-
aware of which recorded instructions each participant re-
ceives (e.g., Harackiewicz, Manderlink, & Sansone, 1984),

In other studies, however-—particularly high-impact
ones—the experimenter must deliver the independent vari-
able in person, making it more difficult for him or her to be
unaware of participant’s experimental condition. In the
Aronson and Mills experiment, for example, people’s con-
dition was determined by which list of words they had to
read aloud to the experimenter. The experimenter could
have given people a questionnaire and asked them to read
the list to themselves, but this obvicusly would have re-
duced the impact of the manipulation considerably. In
studies such as these, where it is necessary for the experi-
menter to *deliver” the independent variable, several steps
can still be taken to avoid demand characteristics, partici-
pant awareness biases, and experimenter expectancy ef-
feets. First, the experimenter should be kept ignorant of
pecple’s condition until the precise moment of crucial dif-
ference in manipulations, That is, in most studies, the ex-
perimenter need not know what condition the participants
is in until the crucial manipulation occurs. When the choice
point is reached, a randomizing device can be used, and the
remainder of the experiment is, of course, not carried out in
ignorance. For example, in the Aronson and Mills study, it
would have been easy to delay assignment of participants
to condition until the point of initiation; by reaching into a
pocket and randomly pulling out one of three slips of
paper, the experimenter could determine whether the par-
ticipant would recite the obscene words, the mild words, or

‘no words at all. Thus, all the premanipulation instroctions

would be unbiased.

This is only & partial solution because the experimenter
loses his or her ignorance midway through the experiment.
However, if the experimenter left the room immediately
after the recitation and assigned a different experimenter
{unaware of the participant’s experimental condition) to
collect the data, this sclution would approach complete-
ness. The use of multiple experimenters, each ignorant of
some part of the experiment, offers a solution that is fre-
quently viable. For example, Wilson and Lassiter (1982}
were interested in whether prohibiting people from engag-
ing in unattractive activities would increase the appeal of
those activities; that i3, whether the Aronson and Carlsmith
(1963) “forbidden toy” effect would apply when the pro-
hibited activity was undesirable at the outset. The partici-
pants were preschool children who were seen individually.
In one condition the experimenter showed the child five
10ys and said that he or she could play with any of them but
a plastic motorcycle, which was known to be unattractive
to children. In the control condition the children were al-
lowed to play with all five toys. As we have discussed, the
experimenter randomly assigned people to condition at the
last possible moment, namely, after he had shown the chil-
dren all the toys and demonstrated how they worked.

To assess children’s subsequent interest in the toys the
children were seen again a week later, and given two of the
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toys to play with—the plastic motorcycle and another, at-
tractive toy. At this session the same experimenter could
net be used, however, because he was no longer unaware of
the child’s experimental condition. Further, his presence
might cause children to base their choice on factors other
than their liking; for example, they might be concerned that
he still did not want them to play with the motorcycle.
Thus, a different experimenter (unaware of the child’s con-
dition) was used, and the children were not told that this
session was part of the same study as the first session. As
predicted, the children who were prohibited from playing
with the motorcycle in the first session played with it sig-
nificantly more at the second session than did people in the
control condition,

Returning to the moré general issue of demand charac-
teristics, it should be clear that the most effective type of

" deception in an impact experiment involves the creation of

an independent variable as an event that appears not to be
part of the experiment at all. Creating such an independent
variable not only guarantees that the participant will not ry
to interpret the researcher’s intention but also that the ma-
nipulation has an impact on the participant. Several classes
of techniques have been used successfully to present the
independent variable as an event vnrelated to the experi-
ment. Perhaps the most effective is the “accident™ or
“whoops™ manipulation, in which the independent variable
is presented as part of what appears to be an accident or
unforeseen circumstance. Wilson, Hodges, and LaFleur
(1995) used a variation on this procedure to influence peo-
pie’s memory for behaviors performed by a target person.
These researchers showed people a list of positive and neg-
ative behaviors the target person had performed, and then
wanted to make sure that people found it easiest to remem-
ber either the positive or negative behaviors. They did so
by simply showing people either the positive or negative
behaviors a second time. The danger of this procedure,
however, is that it would be obvious to people that the re-
searchers were trying to influence their memory. If Wilson
et al. had said, "OK, now we are going to show you only
the positive (negative)} behaviors again,” participants would
undoubted]y have wondered why, and possibly figured out
that the point was to influence their memory for these be-
haviors. To avoid this problem, Wilson et al. told people
that they would see all of the behaviors again on slides.
After only positive {or negative) ones had been shown, it
just so happened that the slide projector malfunctioned.
The projector suddenly went dark, and after examining it
with some frustration the experimenter declared that the
bulb was burned out. He searched for another for awhile,
unsuccessfully, and then 1old participants that they would
have to go on with the study without seeing the rest of the
slides. By staging this “accident,” the researchers ensured
that people were not suspicious about why they saw only
positive or negative behaviors a second time.

Another way to make the independent variable seem
like a spontaneocus, unrelated event is to have a confeder-
ate, apparently a fellow participant, introduce the manipu-
lation. For example, Schachter and Singer (1962) at-
tempted to manipulate euphoria by having a confederate
waltz around the room shooting rubber bands, play with
hula hoops, and practice hook shots into the wastebasket
with wadded paper. Presumably, this behavior was inter-
preted by the participant as a spontaneous, unique event
unrelated to the intentions of the experimenter. A third
method is to use the whole experimental session as the in-
dependent variable and to measure the dependent variable
at some later time. For example, in the Wilson and Lassiter
{1982} study mentioned earlier, the independent variable
{whether people were constrained from playing with an un-
atiractive toy) was assessed at another session a week later.
it is unlikely that the participants realized that what hap-
pened in the first study was the independent variable of in-
terest. Even within the same experimental session it is pos-
sible to convince people that they are taking part in
separate, unrelated experiments. A common ruse is the
“multiple study” cover story, in which people are told that
for reasons of convenience several unrelated mini-experi-
ments are being conducted at the same session. This ruse is
commonly employed in priming experiments, in which itis
very important that people not connect the independent
variable {the priming of a semantic category) with the de-
pendent variable (ratings of a target person whose standing
on that category is ambiguous). Higgins, Rholes, and Jones
{1977}, for example, had people memorize words related 1o
adventurousness or recklessness as part of an initial,
“Study 17 concerned with perception and memory, and
then had people rate a stimulus person, whose behavior
was ambiguous as to whether it was adventurous or reck-
less, as part of a “Study 2” on impression formation,

Of course, if one is primarily concerned with eliminat-
ing participant awareness, the ultimate strategy is to induce
the independent varjable in such a manner that the partici-
panis are oblivious to the fact that any experiment is taking
place at all. This strategy is best implemented in field set-
tings, which we will discuss shortly.

Optimizing the impact of the independent variable As we
mentioned, one problem with keeping experimenters un-
aware of condition, by delivering the independent variable
in written form, is that the impact of the independent vari-
able will be reduced. One of the most common mistakes
the novice experimenter makes is to present instructions
ioo briefly; consequently, a large percentage of the partici-
pants fail to understand some important aspects of the in-
structions. To ensure that all participants understand what
is going on in an experiment (especially one as compli-
cated as most social psychological experiments), the in-
structions should be repeated in different ways.
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More important than simple redundancy, however, is
ensuring the instructions are expressed precisely so that
each participant folly understands them and the events that
occur in the experiment. This can be accomplished by a
combination of written and verbal instructions, in which
the experimenter repeats or paraphrases key parts of the in-
structions until satisfied that the participant is completely
clear about all of them. Although the point seems obvious,
it has been our experience that many experiments fail pre-
cisely because the instructions were never made clear
enough to become understandable 1o all the participants.

The experimenter also must ensure that the participants
attend throughout the course of the experiment to the rele-
vant stimulus conditions that constitute the independent
variable. In judgment research this aspect of impact is par-
ticularly critical. All the care and effort devoted to careful
and systemnatic stimulus control are wasted if the partici-
pant because of boredom or inaftention fails to perceive the
critical variations in the stimuli presented. Increasingly,
stimuli in social psychological experiments are being pre-
sented in carefully controlled ways on computers, and it is
interesting to note that this can be a two-edged sword with
respect to keeping people’s attention. Some participants
find working on a computer more novel and interesting
than working with the vsual paper-and-pencil instruments,
and thus pay more attention to the information that is pre-
sented. Other participants, however, find computer presen-
tations to be a less engaging social exchange than a real-
life interaction, and quickly become bored. The differences
between communication over computers and direct com-
munication between people js an interesting topic of re-
search in its own right (e.g., Kiesler & Sproull, 1987). For
present purposes the peint is that researchers should be
careful that their task is engaging 1o keep people’s atten-
ion, whether it is presented over a computer or in the “old-
fashioned way.”

In the well-designed impact experiment, there is less
likely to be a question about whether the participant is pay-
ing attention to the relevant stimulus conditions. Nonethe-
less the experimenter should be as certain as possible that
the complex bundle of stimuli constituting the independent
variable produces the intended phenomenological experi-
ence in the participants. For this purpose, there is no sub-
stitute for the thorough pretesting of the manipulation.
During the pretesting, the experimenter can conduct long,
probing interviews with the participant after the test run of
the experiment is completed or, better yet, after the manip-
ulation of the independent variable.

One of the most frequently misunderstood aspects of
experimentation is the amount of pretesting that is often re-
quired to make sure that the independent variable is having
the desired impact. When students read published experi-
ments in psychological journals, they often have the im-
pression that the researchers had an idea, designed a study,

collected the data in a few weeks, analyzed the data, and
presto, found exactly what they predicted. Little do they
know that in most cases the experiment was preceded by a
good deal of pretesting, whereby different versions of the
independent variable were “tried out.” For example, in the
Wilson, Hodges, and LaFleur (1995) study mentioned ear-
lier, in which the researchers staged a malfunction of a
slide projector, a good deal of pretesting was required to
“fine tune” this manipulation. Different versions of the ma-
nipulation were tried before one was found that worked
convincingly.

This might seem to be misleading, in that the re-
searchers ended up reporting only the version of the inde-
pendent variable that had the desired effect. [t is important
1o note, however, that there are two meanings of the phrase
“desired-effect”™: (a) whether the researchers manipulated
what they intended to manipulate and (b) whether the inde-
pendent variable had the predicted effect on the dependent
variable. An experiment cannot test a hypothesis unless the
independent variable manipulates what it is supposed to
manipulate. For example, in the Wilson, Hodges, and
LaFleur (1995) study, the point was to see what happens
when people analyze the reasons for their impressions of a
person and either positive or negative thoughts about that
person are accessible in memory. The hypotheses of the
study could only be tested if the manipulation of people’s
memory succeeded in making positive or negative thoughts
more accessible. If the slide projector malfunction did not
influence people’s memory, the hypotheses could not be
tested. The ability to play with a design so that the manipu-
lations change the right variables is a skill similar to that of
a talented director who knows exactly how to alter the
staging of a play to maximize its impact on the andience.
This is where some of the most important work in experi-
mental design occurs, but 1t is rarely reported in published
articles, because it would not be very informative or inter-
esting to begin the methods section by saying, “We will
first tell you about all the ways of manipulating the inde-
pendent variable that didn't work. The first mistake we
made was. .. .”

1t is another matter, however, if the manipulation works
as intended but does not influence the dependent variable
in the predicted manner. Another reason that a manipula-
tion can fajl to have an effect is because the researcher’s
hypothesis is wrong. The manipulation might work exactly
as intended (as indicated, for example, on a manipulation
check) but have a different effect on the dependent variable
than predicted. This is informative, because it suggests that
the hypothesis might be wrong. The catch is that it is often
difficult to tell whether an experiment is not working be-
cause the manipulation is ineffective or because the hy-
pothesis is wrong. The answer to this question often be-
comes clear only after extensive tinkering and restaging of
the experimental situation.
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Once it becomes clear that the manipulation is working
as intended but the hypothesis is off the mark, a second tal-
ent comes into play: the ability to learn from one’s mis-
tzkes, Some of the most famous findings in social psychol-
ogy did not come from reading the literature and deducing
new hypotheses, or from “aha” insights while taking a
shower. Rather, they came about from the discovery that
one’s hypotheses were wrong and the data suggest a very
different hypothesis—one that is quite interesting and
worth pursuing faithfully.

Choosing the number of independent variables "We have
been talking thus far of the independent variable in the so-
cial psychological experiment as if it were a simple two-
level variation on a single dimension. Yet many, if not
most, experiments conducted in the area invelve proce-
dures that simultaneously manipulate two or more vari-
ables. Once one has taken the time and trouble of setting
up a laboratory experiment, recruiting participants, and
training research assistants, it seems only efficient to take
the occasion to assess the effects of more than one experi-
mental treatment.

There are no pat answers to the question of how many
independent variables can or should be manipulated at one
time, but our own rule of thumb is that an experiment
should be only as complex as is required for important re-
lationships to emerge in an interpretable manner. Some-
times it is essential to vary more than one factor because
the phenomenon of interest appears in the form of an inter-
action. Petty, Cacioppo, and Goldman (1981), for example,
hypothesized that the way in which people process infor-
mation in a persuasive communication depends on the per-
sonal relevance of the topic. When the topic was highly rel-
evant people were predicied to be most influenced by the
strength of the arguments in the communication, whereas
when it was low in relevance people were predicted to be
most influenced by the expertise of the source of the com-
munication. To test this hypothesis the authors had to ma-
nipulate (a) the personal-relevance of the topic, (b) the
strength of the arguments in the message, and (¢) the ex-
pertise of the source of the message. Only by including
each of these independent variables could the authors test
their hypothesis, which was confirmed in the form of a
three-way interaction.

Measuring the Dependent Variable The basic decision
facing the researcher in planning the measurement of de-
pendent variables is whether to rely on participants’ self-re-
ports or observations by others as the means of assessing a
person’s responses to the experimental situation. Actually,
it is not that simple, for it is possible to imagine a contin-
uum ranging from behaviors of great importance and con-
sequence for the participant down to the most trivial paper-
and-pencil measures about which the participant has no

interest. At one extreme the experimenter could measure
the extent to which participants actually perform a great
deal of tedious labor for a fellow student (as a reflection of,
say, their liking for that student). At the other extreme one
could ask them to circle a number on a scale entitled “How
much did you like that other person who participated in the
experiment?” Close 10 the behavioral end of the continuum
would be a measure of the participant’s commitment to
perform a particular action without actually performing it.
We call this a “behavioroid” measure.

It is a fair assumption to say that most social psychole-
gists care the most about social behavior: how people treat
each other and how they respond to the social world. The
goal is not to explain and predict which number people
will circle on a scale or which button on a computer they
will press, but people’s actual behavior toward another per-
son or the environment. Thus, the first choice of a depen-
dent measure in a social psychological experiment is usa-
ally overt behavior. The ideal measure of prejudice is the
way 1n which members of different groups treat each other,
the ideal measure of attitude change is behavior toward an
attitude object, and the ideal measure of interpersonal at-
traction is affiliative behaviors between two individuals, If
you pick up a copy of a recent social psychological journal,
however, you will find that measures of actual behavior are
hard to come by (de la Haye, 1991). The dependent mea-
sures are more likely to be such things as questionnaire rat-
ings of people’s thoughts, attitudes, emotions, and moods:
their recall of past events; the speed with which they can
respond 1o various types of questions; or, as we saw in the
Gilbert and Hixon (1991) study, the ways in which people
complete word fragments,

There are three main reasons why social psychologists
often measure things other than actual behavior. The first
is convenience: it is much easier to give people a question-
naire on which they indicate how much they like a target
person, for example, then to observe and code their actual
behavior toward the target person. Of course, convenience
is no excuse for deing poor science, and the assumption
that questionnaire responses are good proxies for actual
behavior should not be taken on faith. 1n the early years of
attitude research, for example, it was assumed that peo-
ple’s questionnaire ratings of their attitudes were good in-
dicators of how they would actually behave toward the at-
titnde object. It soon became apparent that this was often
not the case {e.g., Wicker, 1969), and many researchers de-
voted their energies to discovering when questionnaire
measures of attitudes predict behavior and when they do
not. A large literature on attitude-behavior consistency was
the result, and it is now clear that self-reported attitudes
predict behavior quite well under some circumstances but
not others (e.g., Fazio, 1990; Wilson, Dunn, Kraft, &
Lisle, 1989).

Needless to say, there are some situations in which ob-
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© taining a direct measure of the behavior of interest is not

simply inconvenient, it is virtually impossible. For exam-
ple. Aronson and his students conducted a series of labora-
tory experiments aimed at convincing sexually active
teenagers to use condoms as a way of preventing AIDS and
other sexually transmitted diseases (Aronson, Fried, &
Stone, 1991; Stone et al., 1994). The ideal behavioral de-
pendent variable is obvious: whether the participants in the
experimental condition actually used condoms during sex-
wal intercourse 1o a greater extent than participants in the
control condition. Think about it for a moment: How
would you collect those data? Even experimental social
psychologists feel obliged to stop short of climbing into
bed with their subjects in order 1o observe their sexual be-
havior directly. Aronsen and his students were forced to
use proxies. In some of their studies, they used self-report
as a proxy. In others, in addition to self-report, they setupa
situation where, at the close of the experiment, the experi-
menter while leaving the room, indicated that the partici-
pants, if they wanted, could purchase condoms (at a bar-
gain price), by helping themselves {rom a huge pile of
condoms on the table—and leaving the appropriate sum of
money. Although the participants had no way of suspecting
that their behavior was being mounitored, as soon as they
left the laboratory, the experimenter returned and re-
counted the condoms on the table to ascertain exactly how
many they had purchased. Admittedly, the number of con-
doms purchased is not quite as direct a measure as the ac-
tual use of the condoms, but especially given the fact that
this measure was consistent with self-report measures it
seerns like a reasonable proxy.

A second reason behavioral measures are sometimes
avoided has to do with our earlier distinction between
problem-oriented and process-oriented research. If the re-
search is problem-oriented then the dependent measures
should correspond as closely to that phenomenon (e.g.,
prejudice, consumer behavior, condom use) as possible. If
it is process-eriented, however, the goal is to understand
the mediating processes responsible for a phenomenon,
and the dependent measures are often designed to tap these
processes and not the phenomena they produce. For exam-
ple, to understand when people will act in a prejudiced
manner toward a member of a social group, it is important
to know when their stereotype of that group is activated, As
we saw earlier, Gilbert and Hixon (1991) addressed this
guestion by showing people a videotape of a woman held-
ing up cards with word fragments on them, and asking peo-
ple to complete the fragments to make as many words as
they could. The main dependent measure was the number
of times people completed the fragments with words that
were consistent with Caucasians’ stereotypes of Asians, to
see if this differed according to whether the woman on the
tape was Asian and whether people were under cognitive
load. Note that the rescarchers never measured people’s be-

havior toward Asians—participants never interacted with
anyone except the experimenter. How, then, can this be an
experiment on stereotyping and prejudice? It is by studying
some of the psychological processes (stereotype activation)
hypothesized to mediate prejudicial behavior.

As another example, consider the Aronson and Mills
{1959) study on initiation into a group. The major goal of
this study was to investigate some of the conditions and
consequences of cognitive dissonance. The main depen-
dent variable was people’s ratings of the attractiveness of
the group they listened to. Again, there were no measures
of actual behavior, The assumption was that people’s ques-
tionnaire ratings of the group were a good proxy of actual
behavior toward a group, an assumption that has been
borne out in other studies (see, for example, Aronson &
Osherow, 1980). Considered even more broadly, however,
the Aronson and Mills study can also be viewed as an in-
vestigation of some of the processes responsible for preju-
dice: developing favoritism for one’s own group due to
self-justification needs, and, possibly, derogating other
groups as a result. Superficially, it seems odd to suggest
that a laboratory study in which people listened to a boring
group discussion about sexual behavior in animals might
have anything to do with prejudice. True, the researchers
did not investigate the end product of prejudice: negative
manner toward an individual because of his or her group
membership. Nevertheless, it seems perfectly reasonable to
view this experiment as a study of some of the psychologi-
cal processes responsible for prejudice.

Occasionally, the researcher is interested in both prob-
Iem and process simultaneously, For example, in the con-
dom research (mentioned above), Aronson and his students
were interested in persuading sexually active teenagers to
use condoms as a way of safeguarding against AIDS.
That’s problem-oriented research. They were also inter-
ested in testing their new theory of hypocrisy induction.
Specifically, they were testing the hypothesis that a change
in behavior could be brought about by making people
mindful of the fact that they were not practicing what they
were preaching—in this case, that the participants were
urging others to practice safer sex, while they, themselves,
were falling far short of the mark. In this instance, the in-
vestigators felt it was important to test the process in a
manner that came as close to addressing the problem as
they could reasonably get. If they had been primarily inter-
ested in the process, they would have chosen a different
problem-—one where a meaningful dependent variable
would be easier to measure (see, for example, Dickerson,
Thibodeau, Aronson, & Miller (1992).

A third (and related) reason why nonbehavioral mea-
sures are often used is that, in many situations, they can be
a more precise measure of intervening processes than overt
behavior. Behavior is often complex and multidetermined,
making it difficult to know the exact psychological
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processes that produced jt. For example, suppose in an ex-
periment a confederate (posing as a fellow participant) ej-
ther praises the participant, implying that he or she is bril-
liant, or insults the participant, implying that he or she is
stupid. Suppose our dependent variable is how much the
participant likes the confederate. We can measure it by
handing participants a rating scale and asking them to rate
their liking for the confederate, from +5 to -5. Or, on a
more behavioral level, we can observe the extent to which
the participant makes an effort to join a group to which the
confederate belongs. This laster behavior seems to be a re-
flection of liking, but it may reflect other things instead.
For example, it may be that some participants in the “in-
sult” condition want to join the group in order to prove to
the confederate that they are not stupid. Or it may be that
some want an opportunity to see the insulting person again
so that they can return the favor. Neither of these behaviors
reflects Iiking, and consequently, may produce results dif-
ferent from those produced by the questionnaire measure,

Nonetheless it is important to note some limitations of
questionnaire measures. Most fundamentally people may
not know the answer to the questions they are asked. This
is especially true of “why"” questions, whereby people are
asked to report the reasons for their behavior and attitudes.
Rather than reporting accurately, pecple might be relying
on cultural or idiosyncratic theories about the causes of
their responses that are not always correct (Nisbett & Wil-
son, 1977; Wilson & Stone, 1985).

In recent years techniques have been developed to avoid
some of the problems of reports about one’s cwn cognitive
processes; for example, Ericsson and Simon (1993) advo-
cate the use of verbal protocols, in which people *think
aloud” into a tape recorder, verbalizing whatever thoughts
they happen to have. This technigue can be a valuable
means of assessing the contents of consciousness, avoiding
the kinds of interpretations and distortions that occur when
people attempt to reconstruct, after the passage of time,
what they had been thinking {Fiske & Ruscher, 1989).
Even when thinking aloud, however, people cannot report
cognitive processes that are inaccessible to consciousness.
Ericsson and Simon (1993) acknowledge this problem but
are of the opinion that nonconscious processing is rare, In
conirast, a good deal of recent research has found evidence
for widespread nonconscious processing of many types
(e.g., Higgins & Bargh, 1992; Jacoby, Lindsay, & Toth,
1992; Kihlstrom, 1987; Wegner, 1994).

Assuming that verbal protocols tap all aspects of cogni-
tive processing is a dangerous enterprise, and whenever
possible, researchers should check the validity of the re-
ports (Wilson, 1994). Furiher, there is some evidence that
verbal protocols can be reactive, by changing the nature of
people’s thought processes (Schooler, Ohlsson, & Brooks,
1993; Wilson, 1994). More generally, any type of self-re-
port instrument should not be taken on faith; its relation to

the criterion variable of interest, which is usually overt be-
havior, should be tested.

There are several more mundane problems to be consid-
ered in making concrete decisions about what the depen-
dent variable should be. One constantly recurring question
1s the extent to which the behavior of the participant should
be constrained. This takes several forms. First, should one
attempt to block most possible alternative behaviors so as
to maximize the likelihcod of observing changes in the
specific variable of interest? For example, in a dissonance
study, should the experimenter attempt to rule out all possi-
ble methods of reducing dissonance except the one he or
she has decided to study? Clearly doing this will maximize
the likelihood of observing differences in the behavior
studied. This 15 a perfectly sound and reasonable tech-
nigue. Indeed, it is part of our definition of experimental
control. However, we do this only when we ask a certain
kind of question, namely: “Ts there dissonance in this situa-
tion and does it get reduced?” If this is the question, the ex-
perimenter should attempi to construct the experiment in
order to be ready and able to measure the effects of the in-
dependent variable as powerfully as possible,

The investigator, however, may have a different ques-
tion in mind. He or she may want to find out how people
typically reduce dissonance. If this is the question, the pre-
ceding technigue will almost certainly obscure what the
participant really is likely to do in a situation of this sort
and present the experimenter with an artificial refationship,
The same concern arises when a researcher tries to decide
whether to use open-ended questions or a rigidly con-
strained measure, Although the more quantitative measure
may increase the likelihood of observing differences be-
tween experimental treatments, it also may obscure what
the behavior of the participant would normally be. Any ex-
perimenter who has seen many participants close at hand
has experienced the feeling that a given person is “really”
showing many interesting effects, although the measures
are too constrained to be sensitive to them. One answer to
this problem is to use more gualitative methods, which are
open-ended interviews with participants without a prior set
of questions or hypotheses; trying to understand the world
as participants see it, without imposing the researchers’
world view.

Disguising the measure Even if people know the answer
to a question, they may not answer truthfully. As previ-
ously mentioned, people might distort their responses due
to self-presentational concerns, or because they have fig-
ured out the hypothesis and want to tell the experimenters
what they want to hear. 1t is thus often important to dis-
guise the fact that a particular collection of data is actually
the measurement of the dependent variable. This presents
problems very similar to those involved in attempting to
disguise the independent variable, as discussed in the ear-



15id-
pen-
ition
ould
one
0 as
the
nce
¥S8i-
e or
nize
vior
xch-
ntal
tain
tua-
:ex-
it in
> in-

aes-
aple
pre-
the
sort
hip.
side
0B~
sure
be-
/hat
ex-
and
ly”
res
I to
are
“set
orkd
ers’

wer
2vi-
due
fig-
ters
dis-
ally
mts
Ito
24r-

Chapter 3 / Experimentation in Social Psychology 121

ier section on guarding against demand characteristics.
Again, there are several classes of solutions that can be ap-
plied to the problem of disguising the dependent variable.

- One approach is to measure the dependent variable in a
setting that participants believe is totally removed from the
remainder of the experiment. For example, in research on
intrinsic motivation it is common to assess people’s interest
in an activity by observing how much time they spend on
that activity during a “free time” period. Participants be-
lieve that this time period is not part of the experiment and
do not know that they are being observed. Lepper, Greene,
and Nisbett (1973), for instance, measured children’s inter-
est in a set of felt-tip pens by unobtrusively observing how
much time they spent playing with the pens during a free-
play period of their preschool class.

Another example of how the dependent measure can be
disguised comes from the study by Wilson et al. (1993)
mentioned earlier, in which people either analyzed why
they liked some posters or did not. One hypothesis of this
study was that people who analyzed reasons would change
their minds about which posters they preferred the most
and would thus choose different types of posters to take
home than people in the contro] condition. To test this hy-
pothesis the experimenter told people, at the end of the
study, that as a reward for their participation they could
choose one poster 1o take home. Asking people to make
that choice in front of the experimenter would have been
problematic, because self-presentational biases might have
come into play, whereby people chose a poster on the basis
of how this made them look to the experimenter, rather
than on the basis of which one they really liked the best
(DePaunlo, 1992; Baumeister, 1982; Schlenker, 1980). The
posters were of different types; some were reproductions
of classic paintings, whereas others were more contempo-
rary, humorous posters. Participants might have thought, “1
would prefer one of the humorous posters but this might
make me look shallow and inane, so T will go ahead and
take the one by Monet.”

To minimize self-presentational biases Wilson et al.
took the following steps to make the choice of poster as pri-
vate as possible: after telling the participant that she could
choose a poster to take home, the experimenter said that
she had to go get the explanation sheet describing the pur-
pose of the study. She told the participant to pick out a
poster from bins that contained several copies of each
poster, and then left the room. The participant expected the
experimenter to return shortly, and thus may still have been
concerned that the experimenter would see which poster
she chose. To minimize such a concern the researchers
placed muitiple copies of each poster in each bin. Further,
all the posters were rolled up so that enly the reverse, blank
side was showing, making it impossible (in the minds of
the participants) for the experimenter to tell which poster
she had chosen. (After the participant had left the experi-

menter was able to tell which poster people chose by count-
ing the number left in each bin.) It is possible that despite
these rather elaborate precautions some participants were
still motivated to choose posters that would make them
look good rather than ones they really liked. It is important
to minimize such self-presentational concerns, however, as
much as possible. As it happened, Wilson et al.’s predic-
tions were confirmed: people who analyzed reasons chose
different types of posters than people who did not.

A similar approach is to tell participants that the depen-
dent variable is part of a different study than the one in
which the independent varjable was administered. As men-
tioned earlier the “multiple study” cover story can be used,
in which participants think they are taking part in separate
studies (e.g., Higgins, Rholes, and Jones, 1977).

If the independent and dependent variables are included
in the same study, steps are often taken to disguise the pur-
pose of the dependent measure. For example, there is a
family of technigues for measuring a dependent variable
that is parallel to the “whoops” procedure for manipulating
an independent variable. The most common member of
this family involves claiming that the pretest data were lost
so that a second set of measures must be collected. In atti-
tude-change experiments, the most typical solution is to
embed the key items in a lengthy questionnaire that is
given to the participant. One may have some qualms about
the extent to which this always disguises the measurement
from the participant; yet it has been vsed effectively in
some instances.

Dependent measures that are uncontrollable  All of the
above ways of disguising the dependent measure make the
assumption that if people knew what was being measured,
they ight alter their responses. The prototypical example
of such a measure is the questionnaire response; if people
are asked on a seven-point scale whether they would help
someone in an emergency, they might indicate how they
would like to respond, or how they think they should re-
spond, instead of according to how they really would re-
spond. There is another way of avoiding this problem: use
dependent measures that by their very nature are uncon-
trollable, such that people could not alter their responses
even if they wanted to—obviating the need to disguise the
measure. Controllability is a matter of degree, of course; it
is more difficult to control one’s heart rate than one’s re-
sponse on a seven-point scale, but even heart rate can be
controlled to some degree {e.g., by holding one’s breath).
Social psychologists have broadened their arsenal of de-
pendent measures considerably in recent years, and for
present purposes it is interesting to note that many of these
measures are more difficult for people 1o contro] than ques-
tionnaire responses, and less susceptible to demand charac-
teristics or self-presentational concerns. Consider the fol-
Jowing examples.
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1. As we have seen, one of the most important topics in
social psychology is prejudice and stereotyping. Measuring
how prejudiced someone is is very difficult, however, for
the reasons we have been discussing: people dao not want to
admit their prejudice. As a way around this problem, re-
searchers are increasingly relying on indirect measures of
prejudice, rather than self-report instruments (e.g., Brewer,
Dull, & Lui, 1981; Crosby, Bromley, & Saxe, 1980; Do-
vidio & Fazio, 1992; Fazio, Jackson, & Williams, 19935),
For example, in the Gilbert and Hixon (1991) study re-
viewed earlier, the extent to which people used an Asian
stereotype was measured by giving people a word comple-
tion task, and counting the number of times they came up
with words that were consistent with the stereotype {e.g.,
saying “polite” instead of “police” when given the frag-
ment “poli_e”). The more indirect and uncontrollable a
measure of prejudice is, the more confident we can be that
it is tapping how people really feel and not the feelings
they want to display publicly.

2. In recent years it has become clear that some re-
sponses occur automatically, in the sense that they are un-
controllable, occur without conscious intention or aware-
ness, and do not require processing resources.
Automaticity is not an either-or phenomena, but occurs in
degrees (Bargh, 1989). Research on automaticity was ini-
tially studied by cognitive psychologists interested in
motor behavior and relatively “low level” responding, but
it quickly became apparent that many kinds of interesting
social behaviors are also automatic—which means that
people cannot easily control these responses according to
self-presentational concerns or demand characteristics. A
number of recent researchers have taken advantage of this
fact, including measures of automaticity to explore a num-
ber of fascinating mental phenomena (e.g., Bargh, 1990;
Gilbert, 1991; Greenwald & Banaji, 1995: Wegner, 1994),

Social psychologists have borrowed a number of other
dependent variables from cognitive psychology as well.
Attitude researchers have long regarded differential ar bi-
ased attention to, and memory for, pro versus con attitudi-
nal statements as a measure of an individual’s attitudinal
position. Recently, more sophisticated measures of recog-
nition, reaction time, and accuracy of recall have been ap-
plied to other aspects of social perception. Again, assum-
ing people exercise less control over memory than they do
over verbal self-reports, such measures may reveal phe-
nomena that otherwise may be suppressed-—as in our ex-
ample of prejudice.

For instance, it may no longer be socially desirable for
subjects 1o admit that they think physicians should be men
rather than women. Thus, a direct measure might fail to re-
veal such hiased expectations even if they existed in sub-
jects” minds. Suppose instead that a researcher presented
people with a picture of a man or a woman dressed like a
physician and surrounded by medical paraphernalia. The

participants could then be asked to identify the person’s
profession as quickly as possible, I it requires more time
to identify correctly the female picture than the male pic-
ture, this differential recognition may be taken as an indi-
cation of a continuing propensity to think of the “ideal”
doctor as a male. Similarly, suppose people are able to re-
call information about a pattern that fits social stereotypes
1o a greater extent than information that is unrelated to the
stereotype {e.g., Hamilton & Rose, 1980; Brewer, Dull, &
Lui, 1981). This would provide indirect but reasonably
conclusive evidence of the presence of stereotyping, where
& more direct measure may have revealed none. The use of
all such measures presupposes some hypothetical mecha-
nism linking biases in information processing and recall
with underlying cognitive structures or beliefs.

3. The study of nonverbal communication has included
measures of behavior that are difficult to control. When
someone is trying to deceive someone else, for example, he
or she is actively trying to control or mask their nonverbal
responses in such a way that the other person is unaware
that they are lying. Some nonverbal channels (e.g., facial
expressions) are easier Lo control than others (e.g., tone of
voice), thus some channels are more likely to “leak” a per-
son’s true feelings. By including such measures, re-
searchers can more easily bypass people’s attempts to con-
trol or suppress how they really feel (DePaulo, 1992),

4. The use of physiological measures, such as galvanic
skin response or heart rate, is increasing. An obvious advan-
tage of such measures is that they are difficult for people to
control. A drawback is that often there is no single, physio-
logical response that is a precise measure of the psychologi-
cal state the researcher wants to measure. There is no physi-
ological measure, for example, that is a perfect correlate of
anxiety or fear or happiness. The use of such measures is
becoming increasingly sophisticated, however, and shows
promise for measuring psychological states. For example,
some researchers are using measures of electromyographic
activity over facial muscles to assess both the valence and
intensity of people’s affective reactions (Cacioppo, Petty, &
Tassinary, 1989). In addition, sometimes physiological re-
sponses are of interest in their own right, as indicants of
people’s health and responses 1o stress (e.g., Pennebaker,
1983). Rodin and Langer (1977) and Schultz and Hanusa
(1978), for example, were interested in the effects of per-
ceived control on the health of nursing home residents and
found that changes in perceived contro} had effects on the
residents’ health, as assessed by such things as the number
of medications they took and ratings by the staff. In addi-
tion, these studies included what can be considered the ulti-
mate dependent measures: mortality rates, Interestingly,
changes in the residents’ perceptions of control and pre-
dictability influenced how soon residents died.

An interesting variation on the true physiology measure
was devised by Jones and Sigalt (1971). Their technique,
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dubbed the “bogus pipeline,” consists of convincing the
participants that the experimenter has an accurate physio-
logical measure of their attitudes. This is accomplished by
the use of an electrical apparatus rigged so that, before the
experiment, the participants receive a suriking demonstra-
tion: the electrodes artached to their arm affect a needle on
# dial in a manner consistent with their actual feelings on a
sumber of issues. Actually, the dial is surreptitiously ma-
nipulated by the experimenter. Subsequently, the partici-
purts are asked 1o state their true attitudes while attached
to the electrodes (although they themselves cannot view
the dial). Since the participants believe that the experi-
menter can read the dial and that the dial reflects their real
feelings, they are motivated to respond as accurately as
possible. This device has proved particularly useful in mea-
suring socially sensitive attitudes. For example, Sigall and
Page (1971) found that white participants connected to the
“hogus pipeline” expressed attitudes toward blacks that
were more stereotypically negative than did participants in
a “no pipeline” control condition.

Planning the Postexperimental Follow-up The experi-
ment does not end when the data have been collected.
Rather, the prudent experimenter will want to remain with
the participants to talk and listen in order to accomplish
four important goals:

1. To ensure that the participants are in a good and
healthy frame of mind.

2. To be certain that the participants understand the ex-
perimental procedures, the hypotheses, and their own
performance so that they gain a valuable educational
experience as a result of having participated.

3. To avail themselves of the participant’s unique skill as
a valuable consultant in the research enterprise; that is,
only the participants know for certain whether the in-
structions were clear, whether the independent vari-
able had the intended impact on them, and so on,

4. To probe for any suspicion on the part of the partici-
pants, such as whether they believed the cover story.

It is impossible to overstate the importance of the post-
experimental follow-up. The experimenter should never
conduct it in a casual or cavalier manner. Rather, the exper-
imenter should probe gently and sensitively to be certain
that all the above goals are accomplished. This is espe-
cially and most obviously true if any deception has been
employed. In this case, the experimenter needs to learn if
the deception was effective or if the participant was suspi-
cious in a way that could invalidate the data based on his or
her performance in the experiment. Even more important,
where deception was used, the experimenter must reveal
the true nature of the experiment and the reasons why de-
ception was necessary. Again, this cannot be done lightly.
People do not enjoy learning that they have behaved in a

naive or gullible manner. The experimenter not only must
be sensitive to the feelings and dignity of the participants
but also should communicate this care and concern to
them. We have found that people are most receptive to ex-
perimenters who are open in describing their own discom-
fort with the deceptive aspects of the procedure. Then, in
explaining why the deception was necessary, the experi-
menter not only is sharing his or her dilemma as an earnest
researcher (who is seeking the truth through the use of de-
ception) but also is contributing to the participants’ educa-
tional experience by exploring the process as well as the
content of soctal psychological experimentation.

Although it is important to provide people with a com-
plete understanding of the experimental procedures, this is
not the best way to begin the postexperimental session. In
order to maximize the value of the participants as consul-
tants, it is first necessary to explore with each the impact of
the experimental events. The value of this sequence should
be obvious. If we tell the participants what we expected to
happen before finding out what the participants experi-
enced, they may have a tendency to protect us from the re-
alizatiop that our procedures were pallid, misguided, or
worthless. Moreover, if deception was used, the experi-
menter before revealing the deception should ascertain
whether or not the participant was suspicious and whether
or not particular suspicions were of such a nature as to in-
validate the results.

This should not be done abruptly. It is best to explore
the feelings and experiences of the participants in a gentle
and gradual manner. Why the need for gradualness? Why
not simply ask people if they suspected that they were the
victims of a hoax? Subjects may not be responsive to an
abrupt procedure for a variety of reasons. First, if a given
person did see through the experiment, he or she may be re-
luctant to admit it out of a misplaced desire to be helpful to
the experimenter. Second, as mentioned previously, since
most of us do not feel good about appearing gullible, some
participants may be reluctant to admit that they can be eas-
ily fooled. Consequently, if participants are told pointedly
about the deception, they might imply that they suspected it
all along, in order to save face. Thus, such an abrupt proce-
dure may falsely inflate the number of suspicious partici-
pants and may, consequently, lead the experimenter to
abandon a perfectly viable procedure. Moreover, as men-
ticned previously, abruptly telling people that they have
been deceived is a harsh technique that can add unnecessar-
ily to their discomfort and, therefore, should be avoided,

The best way to begin a postexperimental interview is
to ask the participants if they have any questions. If they do
not, the experimenter should ask if the entire experiment
was perfectly clear—the purpose of the experiment as well
as each aspect of the procedure. The participants should
then be told that people react to things in different ways
and it would be helpful if they would comment on how the
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experiment affected them, why they responded as they did,
and how they felt at the time, for example. Then each par-
ticipant should be asked specifically whether there was any
aspect of the procedure that he or she found odd, confus-
ing. or disturbing.

By this time, if deception has been used and any partici-
pants have any suspicions, they are almost certain to have
revealed them. Moreover, the experimenter should have
discovered whether the participants misunderstood the in-
structions or whether any responded erroneously. If no sus-
picions have been voiced, the experimenter should con-
tinue: “Do you think there may have been more to the
experiment than meets the eye?” This question is virtually
a giveaway. Even if the participants had not previously sus-
pected anything, some will probably begin 1o suspect that
the experimenter was concealing something. In our experi-
ence, we have found that many people will take this oppor-
tunity to say that they did feel that the experiment, as de-
scribed, appeared too simple {or something of that order).
This is desirable; whether the participants were deeply sus-
picious or not, the question allows them an opportunity to
indicate that they are not the kind of person who is easily
fooled. The experimenter should then explore the nature of
the suspicion and how it may have affected the partici-
pant’s behavior. From the participant’s answers to this
question, the experimenter can make a judgment as to how
close a participant’s suspicions were to the actual purpose
of the experiment and, consequently, whether or not the
data are admissible. Obviously, the criteria for inclusion
should be both rigorous and rigid and should be set down
before the experiment begins; the decision should be made
without knowledge of the participant’s responses on the
dependent variable.

. The experimenter should then continue with the de-
briefing process by saying something like this: “You are on
the right track, we were interested in exploring some issues
that we didn’t discuss with you in advance. One of our
major concerns in this study is. . . .” The experimenter
should then describe the problem under investigation, spec-
ifying why it is important and explaining clearly exactly
how the deception took place and why it was necessary.
Again, experimenters should be generous in sharing their
own discomfort with the participant. They should make ab-
scutely certain that the participant fully understands these
factors before the postexperimental session is terminated.

It is often vseful to enlist the participant’s aid in im-
proving the experiment. Often the participant can provide
valuable hints regarding where the weaknesses in the ma-
nipulation occurred and which one of these caused compet-
ing reactions 1o the one the experimenter intended. These
interviews can and should, of course, be continued during
the time the experiment is actually being run, but it is usu-
ally during pretesting that the most valuable information is
obtained.

Finally, whether or not deception is used, the experi-
menter must attempt to convince the participants not to dis-
cuss the experiment with other people until it is completed,
This is a serious problem because even a few sophisticated
participants can invalidate an experiment. Moreover, it is
not a simple matter to swear participants to secrecy; some
have friends who may subsequently volunteer for the ex-
periment and who are almost certain to press them for in-
formation, Perhaps the best way to reduce such communi-
cation is to describe graphically the colossal waste of effort
that would result from experimenting with people who
have foreknowledge about the procedure or hypothesis of
the experiment and who thus can rehearse their responses
in advance. The experimenter should also explain the dam-
age that can be done to the scientific enterprise by includ-
ing data from such participants. It often helps to provide
participants with some easy but unrevealing answers for
their friends who ask about the study (e.g., “it was about
social perception”). If we experimenters are sincere and
honest in our dealings with the participants during the
post-experimental session, we can be reasonably confident
that few will break faith.

To check on the efficacy of this procedure, Aronson
(1566) enhisted the aid of three undergraduates who each
approached three acquaintances who had recently partici-
pated in one of his experiments. The confederates ex-
plained that they had signed up for that experiment, had
noticed the friend’s name on the sign-up sheet, and won-
dered what the experiment was all about. The experimenter
had previously assured these confederates that their friends
would remain anonymous. The results were encouraging.
In spite of considerable urging and cajoling on the part of
the confederates, none of the former participants revealed
the true purpose of the experiment; two of them went as far
as providing the confederates with a replay of the cover
story, but nothing else.

What if the participant has been forewarned before en-
tering the experimental room? That is, suppose a partici-
pant does find out about the experiment from a friend who
participated previously. Chances are, the participant will
not volunteer this information to the experimenter before
the experiment. Once again, we as experimenters must ap-
peal to the cooperativeness of the participant, emphasizing
how much the experiment will be compromised if people
knew about it in advance. We cannot overemphasize the
importance of this procedure as a safeguard against the ar-
tifactual confirmation of an erroneous hypothesis because
of the misplaced cooperativeness of the participant. If the
participants are indeed cooperative, they will undoubtedly
cooperate with the experimenter in this regard also and will
respond to a direct plea of the sort described.

We would like to close this section by emphasizing our
recommendation that a thorough explanation of the experi-
ment should be provided wherther or not deception or
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stressful procedures are involved. The major reason for this
recommendation is that we cannot always predict the im-
pact of a procedure; occasionally, even procedures that ap-
pear to be completely benign can have a powerful impact
on some participants. An interesting example of such an
unexpectedly powerful negative impact comes from a se-
ries of experiments on social dilemmas by Dawes and his
students (Dawes, McTavish, & Shaklee, 1977). In these ex-
periments, typically, the participant must make a decision
between cooperating with several other people or “defect-
ing.” The contingencies are such that if all participants
choose to cooperate, they all profit financially; however, if
one or more defect, defection has a high payoff, and coop-
eration produces little payoff. Each person’s response is
anonymous and remains so. The nature of the decision and
its consequences are fully explained to the participants at
the outset of the experiment. No deception is involved.
Twenty-four-hours after one experimental session, an
¢lderly man (who had been the sole defector in his group
and had won nineteen dellars) telephoned the experimenter
trying to return his winnings so that it could be divided
among the other participants (who, because they chose
cooperate, had each earned only one dollar). In the course
of the conversation, he revealed that he felt miserable about

" his greedy behavior and that he had not slept all night.
* After a similar experiment, a woman who had cooperated
- while others defected revealed that she felt terribly gullible

and had learned that people were not as trustworthy as she
“had thought. In order 10 alleviate this kind of stress, Dawes
‘went on to develop an elzborate and sensitive follow-up

. procedure.

. We repeat that these experiments were selected for dis-
cussion precisely because their important and powerful im-
pact could not have been easily anticipated. We are inten-
tionally not focusing on experiments that present clear and
obvious problems like the well-known obedience study
(Milgram, 1974), or the Stanford prison study (Haney,
Banks, & Zimbardo, 1973). We have purposely selected an
experiment that involves no deception and is well within
the bounds of ethical codes. Our point is simple but impor-
1ant. No code of ethics can anticipate all problems, espe-
cially those created through participants discovering some-
thing unpleasant about themselves or others in the course
of an experiment. However, we believe a sensitive postex-
perimental interview conducted by a sincere and caring ex-
perimenter not only instructs and informs, but it also pro-
vides important insights and helps reduce feelings of guilt
or discomfort generated by such self-discavery (see
Holmes, 1976a, 1976b; Ross, Lepper, & Hubbard, 1975).

Moving into the Field

We have gone into considerable detail discussing the fea-
ures and conduct of laboratory experiments because we

" believe it provides the prototypic (if not necessarily modal)

case of social psychological experimentation. Certainly the
four stages of research associated with the lab experi-
ment—setiing the stage, constructing the independent vari-
able, measuring the dependent variable, and debriefing—
are in some form common to all experimental research
endeavors.

As we mentioned earlier, one big advantage of conduct-
ing an experiment in the laboratory is that the researcher
has more control over the situation, which allows for a
“cleaner” manipulation of the independent variable. In
field experiments it is more likely that unforeseen, uncon-
trolled events will occur that will compromise the integrity
of the experimental design: Nonetheless there are big ad-
vantages 1o field experiments as well, such as the fact that
people are less likely to know that they are in an experi-
ment and the setting will be more like ones people en-
counter in their everyday lives. A number of extremely im-
portant and clever field experiments have been done in
social psychology, and in this section we will focus on the
ways in which the conduct of field experiments is most
likely to differ from that of the prototypic lab study.

Control over the Independent Variable The amount of
control an.experimenter has over the independent variable
is a matter of degree. In some cases, the researcher con-
structs experimental situations from scratch, creating the
background context as well as experimental variations. In
other cases, the experimenter controls less of the setting
but introduces some systematic variation into existing con-
ditions, as in the field experiment by Piliavin, Rodin, and
Piliavin (1969) in which the behavior of an experimental
accomplice was varied in the largely uncontrelled context
of a New York subway train in order to study bystander
helping in that setting.

In other ficld research, the experimenter does not ma-
nipulate the stimulus conditions but instead selects among
patarally occurring stimulus situations those that embody
representations of the conceptual variable of interest, Here
the line between experimental and correlational research
becomes thin indeed, and the distinction depends largely
on how standardized the selected field conditions can be
across participants. One good illustration of the use of se-
Iected field sites in conjunction with laboratory research
comes from the literature on mood and altruism. A variety
of mood-induction manipulations have been developed in
laboratory settings, such as having participants read affec-
tively posilive or negative passages (e.g., Aderman, 1972).
After the mood state induction, participants are given an
opportunity to exhibit generosity by donating money or
helping an experimental accomplice. Results generally
show that positive mood induction elevates helping behav-
ior (Salovey, Mayer, & Rosenhan, 1991). Despite multiple
replications of this effect in different laboratories with dif-
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ferent investigators, the validity of these findings has been
challenged both because of the artificiality of the setting in
which altruism is assessed and because of the potential de-
mand characteristics associated with the rather unusual
mood-induction experience.

To counter these criticisms, researchers in the area took
advantage of a natural mood-induction situation based on
the emotional impact of selected motion pictures (Under-
wood et al., 1977). After the pilot research in which ratings
were obtained from moviegoers, a double featre consist-
ing of Lady Sings the Blues and The Sterile Cuckoo was se-
lected for its negative affect-inducing qualities, and two
other double features were selected to serve as neutral con-
trol conditions. A commonly occurring event—solicitation
of donations 10 a nationally known charity with collection
boxes set up outside the movie theater lobby—was chosen
as the vehicle for a measure of the dependent variable of
generosity.

Having located such naturally occurring variants of the
laboratory mood-induction operation and altruism mea-
sure, the major design problem encountered by the re-
searchers was that of participant self-selection to the alter-
native movie conditions. Whereas random assignment of
volunteer moviegoers was a logical possibility, the proce-
dures involved in utilizing that strategy would have created
many of the elements of artificiality and reactivity that the
field setting was selected to avoid. Therefore, the investiga-
tors decided 1o live with the phenomenon of self-selection
and to alter the research design to take its effect into con-
sideration. For this purpose, the timing of collection of do-
nations to charity at the various theaters was randomly al-
ternated across different nights so that it would occur either
while most people were entering the theater (before seeing
the movies) or leaving (after seeing both features). The rate
of donations given by arriving moviegoers could then be a
check on preexisting differences between the two popula-
tions apart from the mood induction. Fortunately, there
proved to be no differences in initial donation rates, as a
function of type of movie, whereas post-movie donations
differed significantly in the direction of lowered contribu-
tion rates following the sad movies. This pattern of results,
then, preserved the logic of random assignment (initial
equivalence between experimental conditions) despite the
considerable deviation from ideal procedures for partici-
pand assignment,

Two points should be emphasized with respect to this il-
lustration of field research. First of all, the field version of
the basic research paradigm was not—and could not be—
simply a “transplanted” replication of the laboratory opera-
tions. The researchers had considerably less control in the
field setting. They could not controi the implementation of
the stimulus conditions or extraneous sources of variation.
On any one night a host of irrelevant events may have oc-
carred during the course of the movies (e.g., a breakdown

of projectors or a disturbance in the andience) that could
have interfered with the mood manipulation. The re-
searcher was not only helpless to prevent such events but
would not have been aware of them if they did take place.
In addition, as already mentioned, in the field setting the
experimenters were unable o assign participants randomly
to conditions and had to rely on luck to establish initial
equivalence between groups.

The second point to be emphasized is that the resulis of
the field experiment as a single isolated study would have
been difficult 10 interpret withount the context of conceptu-
ally related Jaboratory experiments. This difficulty is partly
due to the ambiguities introduced by the alterations in de-
sign and partly to the constraints on measurement inherent
in the field situation where manipulation checks, for exam-
ple, are not possible. The convergence of results in the two
settings greatly enhances our confidence in the findings
from both sets of operations. Had the field experiment
failed to replicate the laboratory results, however, numer-
ous alternative explanations would have rendered interpre-
tation very difficult.

Random Assignment in Field Settings Subject self-se-
lection problems plague field experimentation in multiple
forms. In the field experiment of mood and helping behav-
ior cited previously, random assignment to experimental
conditions was not even attempted. Instead, the effects of
potential selection factors were handled in other ways that
involved an element of risk taking. The premovie data col-
lection served as a check on the assumption that people
who attend sad movies are not inherently different from
people who attend other movies in their propensity to give
to charities. But what if that assumption had proved false
and there had been an initial difference in the rate of dona-
tions between attendants at the different types of movie?
Such previous differences in behavior would have made in-
terpretation of any differences in donations after exposure
10 the movies hazardous at best. In this case, the re-
searchers were taking a gamble in counting on the absence
of initial population differences. The logic of their experi-
mental design required that the premovie data collection
sessions be interspersed with postinovie data collection in
order to control for timing effects. As a consequence, the
investigators could not know until after the experiment had
been completed whether the data supported their assump-
tion of initial equivalence. Had they been wrong, the exper-
imental design would have been undermined, and any ef-
fort expended would have been wasted.

In other settings, too, the research may rely on the es-
sentially haphazard distribution of naturally occurring
evenis as equivalent to controlled experimental design.
Parker, Brewer, and Spencer (1980), for instance, under-
took a study on the outcomes of a natural disaster—a dev-
astating brush fire in a southern California community—
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on the premise that the pattern of destruction of private

" homes in the fire constituted a “natural randomization”

process. Among homes in close proximity at the height of
the fire, only chance factors-shifts in wind direction and
velocity, tocation of fire fighting equipment, and traffic
congestion—determined which structures were burned to
the ground and which remained standing when the fire
was brought under control. Thus, homecwners who were
victims of the fire and those who were not victimized
could be regarded as essentially equivalent before the ef-

" {ects of the fire, and any differences in their attitudes and

perceptions following the fire could be attributed to that

. particular differential experience. When comparisons are

made between such naturally selected groupings, the bur-
den of proof rests on the investigator to make a convincing
case that the groups are not likely to differ systematically
in any relevant dimensions other than the causal event of
interest.

In other field research efforis, the researcher may be
able to assign participants randemly to experimental condi-
tions. However, once assigned, some participants may fail
to participate or 1o experience the experimental mamipula-
tion. If such self-determined “de-selection” {also known as
“participant mortality”) occurs differentially across treat-
ment conditions, the experimental design is seriously com-
promised. One way of preserving the advantages of ran-
domization in such cases is to include participants in their
assigned experimental conditions for purposes of analysis
regardless of whether they were exposed to the treatment
or not {assuming, of course, that one is in a position to ob-
tain measures on the dependent variable for these partici-
pants). This was the solution applied in the two field exper-
iments conducted by Freedman and Fraser (1966) o test
the effectiveness of the “foot-in-the-door” technique for
enhancing compliance.

In these studies the dependent variable was whether in-
dividuals contacted in their homes would agree to a rather
large, intrusive request from the researcher (e.g., to permit
a five-person market survey team to come into the home
for two hours to classify household products). Of primary
interest was the rate of compliance to this large request by
participants who had been contacted previously with a
small request (e.g., to respond to a very brief market survey
over the telephone), in comparison to that of the control
participants who were contacted for the first time at the
time of the Jarge request.

The purpose of the manipulation in the Freedman and
Fraser studies was 1o test the effect of actual compliance 10
the initial small request on response to the later request.
However, the operational experimental treatment to which
potential participants could be randomly assigned was ex-
posure to the request itself. Approximately one-third of
those who were given the initial small request refused to
comply; hence they failed to complete the experimental

manipulation. If these participants had been excluded from
the study, the comparability between the remaining experi-
mental participants and those randomly assigned to the no-
initial-contact condition would have been seriously sus-
pect. To avoid this selection problem, the researchers
decided to include measures from all participants in the
originally assigned treatmennt groups, regardless of their re-
sponse to the initial request. With respect to testing treal-
ment effects, this was a conservative decision, since the
full treatment was significantly diluted among those classi-
fied in the experimental group. As it turned out, the initial
compliance effect was powerful enough to generate a sig-
nificant difference between treatment groups (of the order
of 50 percent versus 20 percent compliance rates) despite
the dilution of the experimental condition. Had the results
been more equivocal, however, we would have been uncer-
tain whether to attribute the absence of significant differ-
ences to lack of treatment effects or to failure to achieve
the experimental manipulation. When the experimental
treatment condition is diloted even more seriously than in
the present illustration, comparisons between intact treat-
ment groups become meaningless, and more sophisticated
techniques for correcting for participant self-selection must
be adopted (Brewer, 1976).

‘When full random assignment cannot be implemented
in field sertings, varicus forms of “quasi experiments” (cf.
Cook & Campbell, 1979) can be creatively employed to
preserve the logic of experimental design and control with-
out rigid adherence to specific procedures. It should be
kept in mind, however, that loss of control over stimulus
conditions or participant assignment inevitably carries with
it some measure of risk. Assumptions upon which the
quasi-experimental design rests (such as initial equivalence
of different groups) may prove untenable, or uncontrolled
environmental inputs may “swamp” the stimulus condi-
tions of interest to the researcher, In such cases, the costs in
terms of wasted effort are high; thus decisions to take risks
in undertaking field studies must be made sensibly. It
would be foolish not to adjust the features of one’s re-
search design to the practical realities of a given field set-
ting. But it is even more foolish to proceed with an expen-
sive study that, from the start, has a high probability of
resulting in uninterpretable outcomes.

Assessment of Dependent Variables in Field Settings
In many field contexts, the design and evaluation of depen-
dent measures is parallel to that of laboratory experiments.
In the guise of a person-on-the-street interview or a market
research survey, for example, the field researcher may
elicit self-reports of relevant attitudes, perceptions, or pref-
erences. Or behavioroid measures may be designed that as-
sess the willingness of the participants to engage in rele-
vant acts such as signing a petition or committing
themselves to some future effort. Finally, situations may be



128 Part Two / Methodological Perspectives

constructed so as Lo elicit the type of behavior of interest to
the experimenter, such as providing participants with op-
portunities to donate to charity (Underwood et al., 1977),
to help a stranger who has collapsed (Piliavin et al., 1969),
or to trade in a lottery ticket {Langer, 1975). One advantage
of experimentation in field settings is the potential for as-
sessing behaviors that are, in and of themselves, of some
significance to the participant. Instead of asking partici-
pants to report on perceptions or intentions, we may ob-
serve them engaging in behaviors with real consequences.
In such cases, our dependent measures are much less likely
to be influenced by demand characteristics or social desir-
ability response biases. In laboratory settings participants
may check a particular point on a liking scale in order to
please the experimenter or to look good; however very few
people would choose someone as a roommate for the entire
year unless there were more powerful reasons.

In some field settings, the kinds of dependent measures
typically employed in laboratory studies would be exclu-
sively intrusive in ways that would destroy the natural flow
of events characteristic of the setting. Field experimenters
have to be particularly sensitive to the issue of “reactivity”
discussed by Campbell and Stanley (1963). This concept
refers to the possibility that the measurement of the depen-
dent variable reacts with the independent variable or re-
lated events in such a way that effects are found that would
not have been present ctherwise. For example, suppose
some people have seen a movie designed to reduce preju-
dice. They may be completely unaffected by this movie
until they are asked to fill out a questionnaire that clearly
deals with prejudice. As a result of seeing this question-
naire, the moviegoers may realize for the first time that the
movie was about prejudice and may reflect on the movie in
a new way that now has an influence. In effect, the intro-
duction of the dependent measure has served as a kind of
independent variable in combination with the originally in-
tended treatment variable. Note that this kind of effect is
conceptually different from experimental artifacts gener-
ated by demand characteristics or experimenter bias ef-
fects. We are not postulating that the respondent changes
the expression of prejudicial attitudes in order to please the
experimenter but only that no change would have taken
place without the intrusion of a very cbvious measurement.

In order to prevent or minimize the occurrence of reac-
tivity, field researchers may devise a variety of techniques
to make unobtrusive measurements of the dependent vari-
able of interest (sce Webb et al., 1981). Some unobtrusive
measures are based on observations of ongoing behavior,
utilizing methods of observation that interfere minimally
or not at ail with the occurrence of the behavior, For in-
stance, voluntary seating aggregation patterns have been
used as an index of racial attitudes under varied conditions
of classroom desegregation; observational studies of con-
formity have recorded public behaviors such as pedestrians
crossing against traffic lights or turn signaling by automo-

bile drivers, and studies of natural language often resort to
eavesdropping on conversations in public places. Cialdini
et al. {1976) used naturalistic observation of clothing and
accessories to study what they call the “Basking in Re-
flected Glory” phenomenon. They recorded the wearing of
T-shirts and other apparel bearing the school name or in-
signia by students in introductory psychology classes at
seven universities each Monday during fooiball season.
The proportion of students wearing such apparel at each
school proved to be significantly greater on Mondays fol-
lowing a victory by that school’s team than on Mondays
following defeat. A simple monitoring of public displays
provided quantitative confirmation of the hypothesized ten-
dency to identify with success.

Other observational techniques may rely on the use of
hidden hardware for audio or video recording of events
outside the experimenter’s control, such as physical traces
left after an event has occurred or archival records that are
kept for administrative or economic purposes {police files,
school absenteeism records, and sales figures). One inter-
esting illustration of the use of unobtrusive physical trace
measures is provided in the previously mentioned Langer
and Rodin’s (1976) field experiment testing the effects of
responsibility inductions on the well-being of residents of a
nursing home. The major outcome of interest in that study
was the general alertness and activity level of the residents
following introduction of the experimental treatment. This
level was assessed not only by the traditional methods of
self-report and the ratings of nurses but also by various
specially designed behavioral measures. One measure -
volved covering the right wheels of patients” wheelchairs
with two inches of white adhesive tape, which was re-
moved after twenty-four hours and analyzed for the
amount of discoloration as an index of patient-activity
level. Alas, clever ideas do not always work: the amount of
dirt picked up by the tape turned out to be negligible for
patients in all conditions.

The results of the Langer and Rodin nursing home
study serve to illustrate some of the problems of reliance
on unobtrusive measures in field settings. The adhesive
tape index did not produce any detectable treatment effect;
other, more direct and experimenter-controlled, self-report,
and behavioral measures demonstrated significant impact
of the experimental treatment. Had the researchers been
forced to limit their assessment of effects to the least intru-
sive measure, they would have missed a great deal. The va-
lidity of dependent variable measures—the extent to which
they measure what they are supposed to measure—is of
concern in any research endeavor. However, the farther re-
moved the actual measure is from the variable of interest,
the more reason there is for concern. For instance, consider
the number of steps involved in going from the dependent
variable of patient-activity level of the measurement of dis-
coloration of white adhesive tape in the nursing home
study. First patient activity had to be translated into dis-
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tance traveled in the wheelchair, which in trn had to be re-
lated to the amount of dirt picked up by different sections
of the tape, which in turn had to produce measurable dif-
ferences in discoloration. In such a chain, many interven-
ing processes can reduce the correspondence between the
initial variable (activity) and the measured outcome—the
speed with which the wheelchair traveled, how often the
floors were cleaned, whether the patients’ movement was
self-propelled or passive, and so on. Reliance on a single
measure affected by so many irrelevant factors would have
been treacherous indeed.

Sometimes indirect, uncbtrusive measures do prove
sensitive 1o experimental treatments but sl tarn out to be
measuring the wrong thing. For example, the residents of
Portland, Oregon, participated in an experimental attempt
10 decrease automobile use by fowering bus fares for a trial
period (Katzev & Backinan, 1982). Bus-rider records pro-
vided evidence that the goals of the study were being met
during the experimental period: bus ridership was way up.
Unfortunately, however, the use of bus-rider records as an
indirect (an unobtrusive} measure of reduction in automo-
bile use proved to be misleading. The researchers kept
careful odometer records of cars before and during the
study and found there was no decrease in average miles
driven, One possible explanation is that people felt so vir-
tuous riding to work on the bus every day that they treated
themselves to long recreational car trips on weekends! Re-
liance on bus ridership alone as a measure of the program’s
success would have led to an inappropriate conclusion.

VALIDITY AND REALISM IN EXPERIMENTS

To this point we have discussed in some detail how labora-
tory and field research is conducted. It is important to re-
turn to a fundamental question: Given the advantages of
field experiments, why are laboratory studies conducted at
all? Indeed, it seems to us that the perfect social psycho-
logical study would be one that was conducted in a natural-
istic setting, in which people were randomly assigned to
experimental conditions, the independent variable was one
that was impactful and involving, and all extraneous vari-
ables were controlled. Sounds geod, doesn’t it? Unfortu-
nately, such a study is like a Platonic ideal that can rarely
be achieved. For reasons we have already discussed, exper-
imentation almost always involves a trade-off between
competing goals: control and realism. It is worth dis-
cussing this trade-off in more detail, in terms of precisely
what is meant when we say an experiment is “well-con-
trolled” or “realistic.”

Types of Validity

Campbell and his colleagues (Campbell, 1957; Campbell
& Stanley, 1963; Cook & Campbell, 1979) distinguished

among different types of validity. In Campbell’s taxonomy,
the interpretation of research results may be assessed with
respect to at least three different kinds of validity-—internal
validity, external validity, and construct validity.

The meaningfulness of experimental research rests first
of all on internal validity. Basically, internal validity refers
to the confidence with which we can draw cause and effect
conchusions from our research results. To what extent are
we certain that the independent variable, or treatment, ma-
nipulated by the experimenter is the sole source or cause of
systemnic variation in the dependent variable? Threats to the
internal validity of research results arise when the condi-
tions under which an experiment is conducted produce sys-
tematic sources of variance that are irrelevant to the teat-
ment variable and not under control of the researcher. The
internal validity of a study is questioned, for instance, if
groups of participants exposed to different experimental
conditions are not assigned randomly and are different
from each other in some important ways before the re-
search operations. In the field study of mood and altruism
cited earlier, had it happened that the moviegoers who at-
tend sad films differed from attendees at other movies in
their propensity to contribute to charities even before expo-
sure to the movies themselves, that difference would have
constituted a threat to the internal validity of the study. In
that case, any differences obtained between groups in do-
nations following the movies could be interpreted either as
an effect of the movie mood induction or of personality
differences unrelated to the treatment. Other factors that
can undermine internal validity include the occurrence of
events during the course of the research that are unrelated
to the treatment variable and that produce different effects
in the various experimental groups.

Internal validity is the sine gua non of good experimen-
tal research. The procedures for standardizing treatments,
avoiding bias, and assuring comparability of participant
groups discussed in our earlier section on planning and
conducting laboratory experiments are all addressed to in-
ternal validity concerns. The essence of good experimental
design is to contro] the assignment of participants to weat-
ment groups and the conditions of treatment delivery in
such a way as to rule out or minimize threats to the internal
validity of the study. Thus any differences obtained on out-
come measures can be traced directly to the variations in
treatment introduced by the experimenter.

One major limitation on internal validity is the extent to
which uvnmeasured individual differences may obscure the
results of an experiment. The ideal of an experiment is to
take two identical units (corn plants, rocks, rats, children,
or fraternities} and to apply different experimental treat-
ments to them. Although it is a philosophical truism that no
two units are ever precisely identical, the experimenter
must strive to make them as close to identical as possible.
One can approximate this idea much more satisfactorily in
most sciences, and even in most of psychology, than 1s
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possible in social psychology. Our participants differ from
each other genetically, in learned personality characteris-
tics, in values and attitudes, in abilities, and in immediate
past experiences. Any and all of these differences may
have a large impact on the way in which participants re-
spond to our experimental treatments. This is one reason
why it is important in most social psychological experi-
ments to have large sample sizes; through random assign-
ment and large numbers, the differences between individu-
als are “averaged oul.” It is also the reason, as we saw
earlier, that a within-subject manipulation of the indepen-
dent variable, when feasible, is advantageous, In a within-
subiect design, each participant serves as his or her own
control, which controls for any number of individual dif-
ference variables that would be treated as error variance in
a between-subject design.

As we have seen, it 18 usually much easier to maintain
high internal validity in a laboratory experiment, because
the researcher has much more control over exiraneous vari-
ables that might compromise the design. Even when inter-
nal validity is high, however, there may be questions about
the validity of interpretations of causal effects obtained in
any given study. It is here that the distinction between ex-
ternal validity and construct validity becomes relevant. Ex-
ternal validity refers to the robustness of a phenomenon—
the extent to which a causal relationship, once identified in
a particular setting with particular research participants,
can safely be generalized to other times, places, and peo-
ple. Threats to external validity arise from potential inter-
action effects between the treatment vartable of interest
and the context in which it is delivered or the type of par-
ticipant population involved. When laboratory experimen-
tation in social psychology is criticized as being “the study
of the psychology of the college sophomore,” what is being
called into question is the external validity of the findings.
Because so many laboratory experiments are conducted
with college students as participants, the truth of the causal
relationships we observe may be limited to that particular
population (Sears, 1986). If it happens that coliege stu-
dents-—with their youth, above-average intelligence, and
nonrepresentative sociceconosmic backgrounds—-respond
differently to our experimental treatment conditions than
other types of people, then the external (but not internal)
validity of our findings would be low.

The issue is actually a little more subtle. No one would
seriousty deny that Princeton students might respond dif-
ferentdy to a particular experimental treatment than would a
sample of fifty-year-old working-class immigrants. Exter-
nal validity refers to the extent to which a particular causal
relationship is robust across populations or settings. Thus,
if we were interested in the effects of lowered sell-esteem
on aggression, we might have to use different techniques to
tower self-esteem in the two populations. Being informed
that one had failed a test of creative problem-solving might

jower self-esteem more for Princeton sophomores than for
working-class immigrants. But if we can find another tech-
nique of lowering self-esteem among that second sample,
we still must ask whether this lowered self-esteem will
have the same effects on aggression in both samples.

External validity is related to settings as well as to par-
ticipant populations. The external validity of a finding is
challenged if the relationship between independent and de-
pendent variables is altered if essentially the same research
procedures were conducted in a different laboratory or
field setting or under the influence of different experi-
menter characteristics. For example, Milgram’s (1974) ini-
tial studies of obedience were conducted in a research lab-
oratory at Yale University, and a legitimate question is the
extent to which his findings would generalize to other set-
tings. Because participants were drawn from outside the
university and because many had no previous experience
with college, the prestige and respect associated with a re-
search laboratory at Yale may have made the participants
more susceptible to the demands for compliance that the
experiment entailed than they would have been in other
settings. To address this issue Milgram underiook a repli-
cation of his experiment in a very different physical set-
ting. Moving the research operation to a “seedy” office in
the industrial town of Bridgeport, Connecticut, adopting a
fictitious identity as a psychological research firm, Mil-
gram hoped to minimize the reputational factors inherent
in the Yale setting. In comparison with data obtained in the
original study, the Bridgeport replication resulted in
slightly lower but still dramatic rates of compliance to the
experimenter. Thus, setting could be identified as a con-
tributing but not crucial factor to the basic findings of the
research. :

To question the external validity of a particular finding
1s not to deny that a cause and effect relationship has been
demonstrated in the given research study but only to ex-
press doubt that the same effect could be demonstrated
under different circumstances or with different partici-
pants. Similarly, concerns with construct validity do not
challenge the fact of an empirical relationship between an
experimentally manipulated variable and the dependent
measure but rather question how that fact is to be inter-
preted in conceptual terms. Construct validity refers to the
correct identification of the nature of the independent and
dependent variables and the underlying relationship be-
tween them. To what extent do the operations and mea-
sures embodied in the experimental procedures of a partic-
ular study reflect the theoretical concepts that gave rise to
the research in the first place? Threats to construct validity
derive from errors of measurement, misspecification of re-
search operations, and, in general, the complexity of exper-
imental treatmenis with numerous stimulus features. As we
discussed earlier, one of the most difficult parts of experi-
mental design is constructing a concrete independent vari-
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able {e.g., reciting a list of obscene words) that is a good
instantiation of the conceptual variable (cognitive disso-
nance produced by undergoing an embarrassing initiation
i a group). This is essentially an issue of construct valid-
ity: How well does the independent variable capture the
conceptual variable?

The same issue holds for the dependent variable. When
we devise an elaborate rationale for inducing our partici-
pints to express their attitudes toward the experiment or to-
ward some social object in the form of ratings on a strue-
tured guestionnaire, how can we be sure that these
responses reflect the effect variable of conceptual interest
rather than (or in addition to) the myriad of other complex
decision rules our participants may bring to bear in making
such ratings? And how do we know. that the functional re-
lationships observed between treatment and effect, under a
particular set of operations, represent the conceptual
processes of interest?

We can now see that the experimenter is faced with a
daunting task: designing a study that is well-controlled
{high in internal validity), has independent and dependent
variables that are good reflections of the conceptual vari-
ables of interest (high in construct validity), and is general-
szable to other settings and people (high in external valid-
ity). Internal validity may be considered a property of a
single experimental study. Our confidence in the validity of
cause and effect results from a particular experiment may
be enhanced if the finding is repeated on other occasions.
However. the degree to which a study has internal validity
i determined by characteristics intrinsic to the study itself.
With suffictent knowledge of the conditions under which
an experiment has been conducted, of the procedures asso-
ciuted with assignment of panticipants, and of experimenter
hehavior, we should be able to assess whether the results of
that study are internally valid.

Issues involving construct validity and external validity,
on the other hand, are more complicated. A researcher does
the best that he or she can in devising independent and de-
pendent variables that capture the conceptual variables per-
fectly. But how can external validity be maximized? How
cun researchers increase the likelihood that the results of
the study are generalizable across people and settings? One
wiy is to make the setting as realistic as possible, which is,
afler all, one point of field research: to increase the extent
te which the findings can be applied to everyday life by
conducting the study in real-tife settings. The issue of real-
1sm, however, is not this straightforward. There are several
different types of realism with different implications.

Mundane Realism versus Experimental Realism
versus Psychological Realism

Aronson and Carlsmith (1968) distinguished broadly be-
tween ways in which an experiment can be said to be real-

Istic. In one sense, an experiment is realistic if the situation
is involving to the participants, if they are forced to take it
seriously, if it has impact on them. This kind of realism
they called experimental realism. In another sense, the term
“realism” can refer to the extent to which events occurring
in the research setting are likely to occur in the normal
course of the participants’ lives, that is, in the “real world.”
They called this type of realism mundane realism. The fact
that an event is similar to events that occur in the real world
does not endow it with importance. Many events that occur
in the real world are boring and unimportant in the lives of
the actors or observers. Thus, it is possible to put a partici-
pant to sleep if an experimental event is high on mundane
realism but remains low on experimental realism.

Mundane realism and experimental realism are not
polar concepts; a particular technique may be high on both
mundane realisin and experimental realism, low on both,
or high on one and low on the other. Perhaps the difference
between experimental and mundane realism can be clari-
fied by citing a couple of examples. Let us first consider
Asch’s (1951) experiment on perceptual judgment, Here
the participants were asked to judge the length of lines and
then were confronted with unanimous judgments by a
group of peers that contradicted their own perceptions. For
most participants this experiment seems to have contained
a good deal of experimental realism. Whether participants
yielded to group pressure or stood firm, the vast majority
underwent a rather difficult experience that caused them to
squirm, sweat, and exhibit other signs of tension and dis-
contfort. They were involved, upset, and deeply concerned
about the evidence being presented to them. We may as-
sume that they were reacting to a situation that was as
“real” for them as any of their ordinary experiences. How-
ever, the experiment was hardly realistic in the mundane
sense. Recall that the participants were judging a very clear
physical event. In everyday life it is rare to find oneself in a
situation where the direct and unambiguous evidence of
one’s senses is contradicted by the unanimous judgments
of one’s peers. Although the judging of lines is perhaps not
important or realistic in the mundane sense, one cannot
deny the impact of having one’s sensory input contradicted
by a unanimous majority.

On the other hand, consider an experiment by Walster,
Aronson, and Abrahams (1966) that, although high on
mundane realism, was low indeed on experimental realism.
In this experiment, participants read a newspaper article
about the prosecution of criminal suspects in Portugal. In
the article, various statements were attributed to a prose-
cuting attorney or to a convicted criminal. The article was
embedded in a real newspaper and hence, the participants
were doing something they frequently do--reading facts in
a newspaper. Thus the experiment had a great deal of mun-
dane realism. However nothing was happening to the par-
ticipant. Very few U.S. college students are seriously af-
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fected by reading a rather pallid article about a rernote sita-
ation in a foreign country. The procedure did not have a
high degree of experimental realism.

Aronson, Wilson, and Akert (1994} introduced a third
type of realism that they termed psychological realism.
This is the extent to which the psychological processes that
occur in an experiment are the same as psychological
processes that occur in everyday life. It may be that an ex-
periment is nothing like what people encounter in everyday
{ife (Jow in mundane realism) and fails to have much of an
impact on people (Jow in experimental realism). It could
still be high in psychological realism, however, if the psy-
chological processes that occur are similar to those that
occur in everyday life. Consider the Gilbert and Hixon
(1991) study we described at the beginning of the chapter.
This study was low in mundane realism; in everyday life
people rarely, if ever, watch a videotape of 2 woman hold-
ing up cards with word fragments on them and think of
words to complete the fragments. It was also relatively low
in experimental realism, in that the study was not very im-
pactful or engaging. Watching the woman was probably of
mild interest, but surely the study was less impactful than
the Milgram or Asch studies. The study was very high in

- psychological realism, however, to the extent that the psy-

chological processes of stereotype activation and applica-
tion were the same as those that occur in evervday life. It is
common (o encounter a member of a group aad for a
stereotype of that group to come to mind automatically. To
the extent that this psychological process is the same as
what occurred in Gilbert and Hixon's (1991) study, they
succeeded in devising a situation that was high in psycho-
logical realism.

There is some overlap between experimental and psy-
chological realism, in that many of the psychological
processes of interest to psychologists are ones that occur
when people are reacting 1o impactful events in their envi-
ronments. Thus, the situations in everyday life in which
cognitive dissonance, prejudice, or aggression occur are
usually ones in which people are quite engaged, Thus,
when studying these phenomena, it is imperative to devise
experimenial settings that are equally impactful. Such stud-
ies would be high in both experimental and psychological
realism (although not necessarily high in mundane real-
ism). Increasingly, however, social psychologists have be-
come interested in psychological processes that occur
when people are not actively engaged or motivated to
process information carefully. Examples include the study
of automatic processing (as in the Gilbert & Hixon study),
peripheral or heuristic processing of persuasive messages
(Chaiken, 1987, Petty & Cacioppo, 1986), or “mindless-
ness” (Langer, 1989). To study these phenomena it is im-
portant to devise experimental settings that are high in psy-
chological realism bui low in experimental realism.

For example, Langer (1989} has conducted a number of

studies on “mindlessness,” or what happens when people
are in a state of reduced attention. People are hypothesized
to be on “automatic pilet,” following well-learned rules
rather than actively attending to what is happening in their
environment. To study this mode of processing, Langer,
Blank, and Chanowitz (1978) sent a nonsensical memo to-a
sample of secretaries that asked them to return the memo
immediately to the sender. If people thought about the re-
quest they probably wouldn’t return the memo; after all, if
the sender wanted the memo, why didn’t he just keep it in
the first place? In some conditions Langer et al. atternpted
to mimic everyday situations in which people are not pro-
cessing information very carefully and thus mindlessly do
rather silly things. In one condition, for example, the
memo was made to look like the ones the secretaries got
most of the time: it was unsigned and was phrased more in
terms of a request ("1 would appreciate it if you would re-
turn this paper immediately to Room 238”) than a demand
(“This paper is to be returned immediately to Room 2387).
in this condition almost everyone returned the memo 1o its
sender. When the memo was unusual, however—such as
when it was phrased in terms of a demand—people were
predicted to think about it more carefully, recognize its ab-
surdity, and fail to return it—which is exactly what hap-
pened. For our purposes, the point is that the critical exper-
imental condition--the one in which people were predicted
to respond mindlessly-—was one that was the lowest in ex-
perimental realism, but high in psychological realism.

External Validity: Is It Always a Goal? Before leaving
this topic it is important to make one more point about ex-
ternal validity and generalizability. It is often assumed
{perhaps mindlessly!) that all studies should be as high as
possible in external validity, in the sense that we should be
able to generalize the results as much as possible across
populations and settings and time. Sometimes, however,
the goal of the research is different. Mook (1983) pub-
lished a provocative article entitled, “In defense of external
invalidity,” in which he argued that the goal of many exper-
iments is {0 test a theory, not to establish external validity,
Theory-testing can take a variety of forms, some of which
have little to do with how much the results can be general-
ized. For example, a researcher might construct a situation
in which a specific set of results should oceur if one theory
is correct, but not if another is correct. This situation may
be completely unlike any that people encounter in every-
day life, and vet, the study can provide an interesting test
of the two theories.

Mook (1983) gives the example of Harlow’s classic
study of emotional development in rhesus monkeys (Har-
low & Zimmerman, 19538). Infant monkeys were separated
from their mothers and placed in cages with wire-covered
contraptions that resembled adult monkeys. Some of the
wire monkeys were covered with terry cloth and were
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srmed with a light bulb, whereas others were bare and un-
inviting. Nourishment (in the form of a baby bottle) was
sometimes available from one type of monkey and some-
times from the other. Harlow found that the monkeys clung
to the terry cloth “mother,” regardiess of whether or not it
contained the bottle of milk. These results were damaging
to drive-reduction theories that argued that the monkeys
should prefer nourishrment over emotional comfort. Was
this study high in external validity? Clearly not. There was
no attempt to randomly select the monkeys from those
reared in the wild, or to simulate conditions that monkeys
encounter in real-life settings. Nonetheless, if theories of
drive reduction that were prevalent at the time were cor-
rect, the monkeys should have preferred the nourishment,
repardless of which “monkey” it came from. The re-
scarchers succeeded in devising a situation in which a spe-
cific set of actions should have occurred if a particular the-
ory was right—even though the situation was not one that
would be found in everyday life.

Mook also peints out that some experiments are valu-
able because they answer quesitons about “what can hap-
pen,” even if they say little about “what does happen” in
everyday life. Consider Milgram’s experiments on obedi-
ence 1o authority. As we've seen, there was little attempt to
simutate any kind of real-life setting in these stadies; out-
sicde of psychology experiments, people are never asked to
detiver electric shocks to a stranger who is performing
poorly on a memory test. The results were very informa-
tive, however, because it was so surprising that people
would act the way they did under any circumstances. The
fuct that people can be made to harm a complete stranger,
because an authority figure tells them to, is fascinating
{and frightening) despite the artificiality of the setting.

Mook’s (1983) position is persuasive, and we heartily
agree that the goal of many experiments is to test a theory,
rather than to establish external validity. This 1s especially
true of basic research, of course; the point of applied re-
search is to find solutions to problems that will work in
cveryday life. Nonetheless, we believe that even if external
validity is not the main goal of study, it should never be
vompletely forgotten. The importance of a theory, after all,
depends on its applicability to everyday life. The reason
Harlow’s study is so important is because the theories it ad-
dresses—drive-reduction and emotional attachment—are
so relevant 1o everyday life. The theories apply to humans
as well as monkeys and 1o many situations beyond cages
and wire mothers. It is precisely because the theories are
generalizable (i.e., applicable to many populations and set-
1ings} that a test of those theories is important. Thus, a spe-
cific study might test a theory in an artificial setting that is
fow in external validity, but why would we conduct such a
study if we didn’t believe that the theory was generaliz-
able? Similarly, Milgram’s results are so compelling be-
viuse we can generate important, real-life examples of

times when similar processes occurred, Indeed, the inspira-
tion for Milgram’s study was the Holocaust, in which
seemingly normal individuals (e.g., guards at prison
camps) followed the orders of anthority figures to the point
of committing horrific acts, Thus, if we were to conclude.
that the psychological processes Milgram uncovered never
occur in everyday life, we could justifiably dismiss his
findings. The fact that these processes appear to be similar
to those that occurred at some of humankind’s darkest mo-
ments, such as the Holocaust, is what makes his results so
compelling.

We are essentially reiterating the importance of psycho-
logical realism in experimentation. To test a theory it may
be necessary to construct a situation that is extremely arti-
ficial and low in mundane realism. As long as it triggers
the same psychological processes as occur outside of the
laboratory, however, it can be generalized to those real-life
situations in which the same psychological processes
occur. Of course, as discussed earlier, claims about psycho-
logical realism cannot be taken completely on faith; only
by replicating a study in a variety of settings can external
validity be firmly established.

The Basic Dilermmma of the Social Psychologist

It should be clear by now why our perfect experiment—one
conducted in a naturalistic setting, in which people were
randomly assigned to experimental conditions, the inde-
pendent variable was one that was impactful and involving,
and all extraneous variables were controlled—would be ex-
tremely difficult to perform. It is next to impossible to de-
sign an experiment that is high in both internal and external
validity. We see this as the basic dilemma of the experimen-
tal social psychologist, On the one hand we want maximal
control over the independent variable, to maintain internal
validity. We want as few extraneous differences as possible
between our treatments. We want a precise specification of
the treatment we have administered and of its effect on the
participant. These desires lead us to try to develop manipu-
lations that are highly specifiable, in which the differences
between treatments are extraordinarily simply and clear
and in which all manipulations are standardized—in short,
to an approximation of something like a vesbal learning ex-
periment. On the other hand, if the experiment is controlled
to the point of being sterile, it may fail to involve partici-
pants, have little impact on them, and therefore may not af-
fect their behavior to any great extent. It. might be quite low
in psychological realism, limiting the extent to which we
can generalize the results to other settings.

Programmatic Research A solution to the basic
dilemma of the social psychologist is to not try to “do it
all” in one experiment. Instead, a programmatic series of
studies can be conducted in which different experimental
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procedures are used, in different settings, to explore the
same conceptual relationship. Tt is in this realm of concep-
tual replication with different scenarios that the interplay
between lab and field experimentation is most clear. How-
ever, in considering these interrelationships, the trade-off
mentioned earlier between control and impact in different
experimental settings becomes especially salient. In order
to be defensible, weaknesses in one aspect of experimental
design must be offset by strengths or advantages in other
features, or the whole research effort is called into ques-
tion. This dictum is particularly applicable to field experi-
ments in which inevitable increases in cost and effort are
frequently accompanied by decreases in precision and con-
trol that can be justified only if there are corresponding
gains in construct validity, impact, or the generalizability
of findings.

Essentially, there are two properties that we demand of
a series of experiments before we are convinced that we
understand what the conceptual Interpretation should be.
First, we ask for a number of empirical techniques that dif-
fer in as many ways as possible, having in common only
our basic conceptual variable. If all these techniques yield
the same result, then we become more and more convinced
that the underlying variable that all technigues have in
common is, in fact, the variable that is producing the re-
sults. For example, the construct of cognitive dissonance
has been operationalized in a wide variety of ways in both
laboratory and field studies, including having people read
lists of obscene words, write counterattitudinal essays, eat
unpleasant foods, and make a difficult choice between
which horse to bet on at a racetrack.

Second. we must show that a particular empirical real-
ization of our independent variable produces a large num-
ber of different outcomes, all theoretically tied to the inde-
pendent varizble. Again, we point to research on cognitive
dissonance, tn which a wide array of dependent variables
have been used, For example, asking people to engage in
unpleasant activities, under conditions of high perceived
choice, has been found to influence their attitudes, their
galvanic skin response while receiving electric shocks, and
how hungry they are,

When it comes 1o interpretation, there is a fundamental
asymmeiry between positive and negative results of repli-
cations. If proper techniques have been employed to pre-
clude bias, successful replications speak for themselves;
failures to replicate are ambiguous and therefore reguire
supplementary information. For these reasons, good pro-
grammatic research involves replication with systematic
differences and similarities in procedures and operations so
that differences in results are potentially interpretable. In
many cases, including exact replication along with concep-
taal variations is useful. Suppose, for example, that Jones,
a hypothetical psychologist at the University of THinois,
produces a specific experimental result using Iilinois un-
dergraduates as participants. Tn addition, suppose that

Smith, at Yale University, feels that these results were nota
function of the conceptual variable proposed by Jones but
rather were a function of some artifact in the procedure.
Smith then repeats Jones’s precedure in all respects save
one: he changes the operations in order to eliminate this ar-
tifact. He fails to replicate and concludes that this demon-
strates that Jones’s results were artifactual. This is only one
of many possible conclusions. Smith's failure to replicate
has several possible causes and is, therefore, uninter-
pretable. It may be a function of a change in experimenter,
a different participant population (Yale students may be
different on many dimensions from IHinois students), or
countless minor variations in the procedure such as tone of
voice. Most of this ambiguity could be eliminated by a bal-
anced design that includes an “exact” replication of the
conditions run by the original experimenter. That is, sup-
pose Smith’s design had included a repeat of Jones’s con-
ditions with the suspected artifact left in, and his results ap-
proximated those of Jones’s experiment. If, as part of the
design, Smith changed the experiment slightly and pro-
duced no differences, or differences in the opposite direc-
tion, one could then be sure that this result was not merely
a function of the change in the procedure. If he failed even
to replicate Jones's basic experiment, we would have to
conclude that there was some important factor in the vari-
ables used in the original experiment, that the results are
limited to a particular population, that either Jones or
Smith (or both) had unconsciously biased their data, that
Smith was simply incompetent, and o on.

In many situations it is difficult to modify the particular
operational definition of the independent variable without
changing the entire experimental setting. This is most dra-
matically true when conceptual replication involves a shift
from laboratory setting to field setting. The potential com-
plementary aspects of different research paradigms is best
exemplified when operations of independent and depen-
dent variables in laboratory procedures are significantly
modified to take advantage of field settings so as to embed
them appropriately in this altered context. Such medifica-
tions often involve fundamental rethinking about the con-
ceptual variables; it is “back to square one,” with attendant
costs in ime and effort. If the result is a successful concep-
tual replication, the effort has paid off handsomely in en-
hanced validity for our theoretical constructs. But what if
the replication fails to confirm our original findings? In
this case, the multitude of procedural differences that could
have increased our confidence (with a successful replica-
tion) now contributes to the ambiguity.

Field Experimentation and Application

Conceptual replication highlights the advantages of com-
bining laboratory and field experimemtation for purposes of
theory-building. In addition, the interplay between labora-
tory and field research is also critical to the development of
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n effective applied social psychology. Basic process-ori-
hied experimental research may isolate important causal
processes; however, convincing demonstrations that those
processes operate in applied settings are essential before
theory can be converted into practice.

The research literature on psycheolegical responsibility
-ind control provides a particularly good example of how a
ynihesis between field and laboratory experiments can
work at its best. It began with animal research in the labo-
“ritory (Brady, 1958), extended to field studies of stress in
thumans (e.g., Janis, 1958; Egbert, Battit, Tundorf, &
ecker, 1963), then moved to laboratory analogues (e.g.,
Glass & Singer, 1972; Kanfer & Seidner, 1973), and re-
Jurned to the field (e.g., Johnson & Leventhal, 1974;
‘Langer & Rodin, 1976). Results from both settings repeat-
edly demonstrated the potent effect of the perception of
tontrol or responsibility on an individual’s ability to cope
with stressful events. Even the illusion that one has control
over the onset or the consequences of potential stressors is
apparently sufficient to increase tolerance for stress and re-
-ituce adverse effects. As a result of these findings, proce-
thures developed for inducing actual or perceived persenal
eontro] are applicable in medical practice and in the admin-
istration of health-care institutions. At the same time, the
fact that field applications permit testing research hypothe-
#es in the presence of severe. noxious, or potentially life-
“threatening situations has contributed substantially to our
theoretical understanding of the role of psychological fac-
fors in physiological processes.

Another good example of the creative interplay between
“laboratory and field experimentation is the work of Aron-
.son and his colleagues on the effects of cooperative learn-
“ing (Aronson & Bridgeman, 1979; Aronson & Osherow,
1980; Aronson, Stephan, Sikes, Blaney, & Snapp, 1978).
The research began as an experimental intervention in re-
sponse 10 a crisis in the Austin (Texas) school system fol-
“lowing its desegregation. Aronson and his colleagues ob-
served the dynamics of the classroom and diagnosed that a
major cause of the existing tenston was the competitive at-
mosphere that exacerbated the usual problems brought
gbout by desegregation. They then changed the atmosphere
of existing classrooms by restructuring the learning envi-
ronment so that some students were teaching one another
in small, interdependent “jigsaw” groups, while others
continued to study in more traditional classrooms.

The results of this and subsequent field experiments
showed that the cooperative classroom atmosphere de-
ercased negative sterectyping, increased cross-ethnic lik-
ing. increased self-esteem, improved classroom perfor-
mance, and increased empathic role taking. At the same
time, Aronson and his colleagues were able to enhance
their understanding of the underlying dynamic of this co-
operative behavior by closer scrutiny under controlled lab-
oratory conditions. For example, in one such laboratory ex-
periment, they showed that, in a competitive situation,

individuals make sitvational self-attributions for failure
and dispositional self-attributions for success, while mak-
ing the reverse attributions to their opponent. However, in a
cooperative structure, individuals gave their partners the
same benefit of the doubt that they gave to themselves, that
is, dispositional attributions for success and situational at-
tributions for failure (Stephan, Presser, Kennedy, & Aron-
son, 1978).

Field experimentation in applied settings often provides
an opportunity for impact and involvement of research par-
ticipants that vastly exceeds any ever achieved in the labo-
ratory. However, the focus of such research also tends to be
maore Hmited than the general tests of theory underlying
most laboratory research efforts, because they are forced to
deal only with variables found in the particular applied
context under study. If the distinctive contribution of ex-
perimental social psychology to the general body of
knowledge is ever to be realized, an optimal integration of
theory-oriented laboratory research with applied field ex-
perimentation will be required.

At present we are concerned because the alternative re-
search modes in social psychology seem, for the most part,
to be functioning in isolation from each other. What is
needed now is a new attempt at synthesis, that is to con-
struct a more limited (and perhaps closer to the original)
version of the Lewinian model of the interplay between
laboratory and field reseach. Such a synthesis will require
a concern with discovering more specifiable relationships
rather than with attempts to find sweeping general theories
of human social behavior. It will require an emphasis on
assessing the relative importance of several variablés,
which all influence an aspect of multiply-determined be-
havior, rather than on testing to see if a particular variable
has a “significant” impact. And it will require a sensitivity
to the interaction between research design and research set-
ting and the benefits of multiple methodologies.

ETHICAL CONCERNS IN
EXPERIMENTATION

in our discussion of the postexperimental follow-up, we
touched on the topic of ethics. Experimental social psychol-
ogists have been deeply concerned about the ethics of ex-
perimentation for a great many years precisely because our
field is constructed on an ethical dilemma. Basically, the
dilemma is formed by a conflict between two sets of values
to which most social psychologists subscribe: a belief in the
value of free scientific inquiry and a belief in the dignity of
humans and their right to privacy. We will not dwell on the
historical antecedents of these valoes or on the philosophi-
cal intricacies of the ethical dilemma posed by the conflict
of these values. It suffices to say that the dilemma is a real
one and cannot be dismissed either by making pious state-
ments about the importance of not viclaging a person’s feel-
ings of dignity or by glibly pledging allegiance to the cause
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of science. It is a problem every social psychologist must
face squarely, not just once, but each time he or she con-
structs and conducts an experiment, since it is impossible to
delineate a specific set of rules and regulations governing
all experiments. In each instance the researcher must decide
on a course of action after giving careful consideration to
the importance of the experiment and the extent of the po-
tential injury to the dignity of the participants.

It should be emphasized, of course, that ethical prob-
lems arise even in the absence of either deception or ex-
treme circumstances. We refer again to the experiment by
Dawes, McTavish, and Shaklee {1977) as one of many
possible examples of a benign-appearing procedure that
can profoundly affect a few participants in ways that could
not easily have been anticipated even by the most sensitive
and caring of experimenters. Obviously, some experimen-
tal techniques present more problems than others. In gen-
eral, experiments that employ deception cause concern be-
cause of the fact that lying, in and of iself, is
problematical. Similarly, procedures that cause pain, em-
barrassment, guilt, or other intense feelings present obvi-
ous ethical problems. In addition, any procedure that en-
ables the participants to confront some aspect of
themselves that may not be pleasant or positive is of deep
ethical concern. For example, many of Asch’s (1951) par-
ticipants learned that they could confirm in the face of im-
plicit group pressure; many of Aronson and Mettee’s
(1968) participants iearned that they would cheat at a game
of cards; and many of Milgram’s (1974) participants
learned that they could be pressured to obey an authority
even when such obedience involved (apparently) inflicting
severe pain on another human being. Even more imposing
are the findings of the Stanford prison study in which col-
lege students learned that, even in the absence of direct ex-
plicit commands, they would behave cruelly and even
sadistically toward fellow students (Haney et al., 1973).

It can be argued that such procedures are therapentic or
educational for the participants. Indeed, many of the partic-
ipants in these experiments have made this point. But this
does not, in and of itself, justify the procedure primarily
because the experimenter conld not possibly know in ad-
vance that it would be therapeutic for all participants.
Moreover, it is arrogant for the scientist to decide that he or
she will provide people with a therapeutic experience with-
out their explicit permission.

The use of deception, when combined with the possibil-
ity of “self-discovery,” presents the experimenter with a
special kind of ethical problem. In a deception experiment
it is impossible, by definition, to attain informed consent
from the participants in advance of the experiment. For ex-
ample. how could Milgram or Asch have attained informed
consent from their participants without revealing aspects of
the procedure that would have invalidated any results they
obtained? An experimenter cannot even reveal in advance

that the purpose of an experiment is the study of confor-
mity or obedience without influencing the participant to be-
have in ways that are no longer “pure.” Moreover, we doubt
that the experimenter can reveal that deception might be
used without triggering vigilance and, therefore, adulterat-
ing the participant’s response to the independent variable.

It could be argued that the results are good or useful for
society even though the procedure may be harmful to some
of the participants. Again, this does not, in and of itself,
justify the procedure unless the participants themselves are
in a position to weigh the societal benefits against the pos-
sibility of individual discomfort. It should also be ¢lear that
an ex post facto defense is not adequate, That is, suppose
one finds after running the experiment that all participants
attest that they are glad they participated and would still
have agreed o participate if they had been properly in-
formed in advance. This is not adequate because many par-
ticipants who might have agreed to participate in advance
might attempt to justify their participation after the fact as
an ego protective device or as a way of helping the expen-
menter save face. Once the experiment is over, an ex post
facto endorsement is ambiguous at best.

During the past several years, moral philosophers have
entered the controversy and have suggested some solutions
to the problem of informed consent which, while creative
enough, strike us as being impractical in the extreme. One
example might suffice. Sable (1978) has suggested a tech-
nique called “Prior General Consent Plus Proxy Consent.”
In this technique, the experimenter first obtains the general
consent of the subject to participate in an experiment that
may involve extreme procedures. The participant then em-
powers a {riend to serve as a proxy; that is, to examine the
detzils of the specific procedure in advance and to make a
judgment as to whether the participant would have con-
sented to it if given the choice. If the proxy says ves, then
the experimenter may proceed. While this technigue may
be ethical in the most technical sense, it has some obvious
flaws both ethically and methodologically. First, the partic-
ipants are still agreeing to something that they cannot fully
understand-—the proxy can be wrong. Second, it is reason-
able to assume that most proxies will probably make con-
servative errors; that is, they will try to protect the welfare
of the participant by being more cautious than the partici-
pant would have been. If that is the case, and a substantial
number of proxies say no, we may have a sample of ex-
treme and unknown bias,

In recent years, a number of guidelines have been devel-
oped to protect the welfare of research participants. In
1973 the American Psychological Association {APA) pub-
lished a set of guidelines for the conduct of research in-
volving human participants, which have since been revised
and updated a number of times. Recent APA ethical guide-
lines include these principles (American Psychological As-
sociation, 1992):
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Investigators must take steps to protect the rights and
~welfare of their participants. Because individual re-
searchers might not be objective judges of the ethical
-acceptability of their studies, they sheould seek ethical
- advice from others.

As much as possible, the researcher should describe

the procedures 1o participants before they take partin a

study and obtain infermed consent from participants
- that documents their agreement to take part in the
--study as it was described to them. Participants must be
.. informed that they are free to withdraw from the study
© - at any point. '

3: 1f the participant is legally incapable of giving in-
= formed consent (e.g., he or she is a minor), the investi-
i+ gator must obtain permission from a legally authorized
¥ person (e.g., the participant’s parent).

Deception may be used only if it is “justified by the

- study’s prospective scientific, educational, or applied
-value” and only if “equally effective alternative proce-

dures that do not use deception are not feasible”
{American Psychological Association, 1992, p. 1609),
- After the study, participants must be provided with a
full description and explanation of all procedures, in a
postexperimental interview. Participants in all studies
should be given the opportunity to learn about the na-
- tare and results of the study.
_ x All information obtained from individual participants
must be held in strict confidence, unless the consent of
the participant is obtained to make it public. Investiga-
tors must inform participants how their data will be
used, and how it will be shared with others.

g

. We have only summarized the guidelines here; we urge
the reader to study the American Psychological Associa-
‘tion guidelines carefully before undertaking the difficult
task of ethical decision making. Further, as the guidelines
“§tate, this decision should not be made alone. Researchers
may not always be in the best position to judge whether
- their procedures are ethically permissible. Because of this
fact, all research using human subjects that is funded by
the federal government, or conducted at colleges and uni-
versities, musi receive approval from an Institutional Re-
view Board (IRB). This is a panel of scientists and nonsci-
gntists who judge whether the risks to participants
outweigh the potential gains of the research. It is not un-
common for an IRB to ask researchers to revise their pro-
cedures to minimize risks to participants.

. It is worth noting that there have been some empirical
- investigations of the impact of deception experiments on
participants. These studies have generally found that peo-
ple do not object 1o the kinds of mild discomfort and de-
ceptions typically used in social psychological research
{e.g., Christensen, 1988; Sharpe, Adair, & Roese, 1992;
Smith & Richardson, 1983). If mild deception is used, and

time is spent after the study discussing the deception with
participants and explaining why it was necessary, the evi-
dence is that people will not be adversely affected.
Nonetheless, the decision as to whether to use deception in
a study should not be taken lightly, and alternative proce-
dures should always be considered.

Ethical Issues in Field Research In many ways the na-
ture of field research places even more responsibility on
the researcher to weigh research needs against ethical prin-
ciples, Whatever the ethical compromises of laboratory ex-
periments may be, at least the laboratory setting assures
that participants are aware in some sense that they are par-
ticipating in research. Even if the consent to participate is
not fully informed (or is actively misinformed) there is the
presence of an “implicit contract” between participant and
experimenter that reflects their matual expectations about
the conduct of research. The researcher’s contractual oblig-
ation is partially fulfilled at the time of the debriefing and
postexperimental interview, where any deceptions are un-
veiled, participants are informed about the goals and pur-
poses of the research, and people’s responses to the re-
search procedures are assessed. Thus, even if the
participants enter the experimental session ignorant of the
researcher’s intent, they do so in the expectation of being
fully informed by the time it is all over. The-postexperi-
mental session also provides an opportunity for subject
feedback to correct errors of judgment on the part of the
experimenter, If the researcher misjudged the amount of
distress or embarrassment the experimental procedure will
cause people, information from the first few participanis
can provide a basis for altering those procedures before the
research has gone too far.

When experiments are conducted in field settings where
participants are unaware at the time that they are participat-
ing in research, the basic ethical dilemma is magnified. In
such cases, there 1s not even an implicit contract to be ad-
hered to, and decisions regarding ethical considerations rest
solely with the experimenter. There are two different ver-
sions of participation without awareness: cases in which the
participants are not informed that they had been involved in
a research study until after their data have been collected,
and cases in which participants are never informed. When
participants are contacted and debriefed at the end of the
field research, the goals and conduct of the postexperimen-
tal interview are essentially the same as those in a labora-
tory study, although there is one important difference,
namely, the fact that the participants had no previous op-
portunity to decline participation. Hence not even an im-
plicit obligation to cooperate can be assumed. Special sen-
sitivity on the part of the researcher is required to avoid
embarrassing people and to ensure that mechanisms are
available for refusal to be included in the study after the
fact. Again, however, postexperimental contact allows for
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participant feedback and participation in judgments about
legitimacy and appropriateness of the research procedures.

When participants are never told about the research, the
opportunity for corrective feedback is greatly reduced.
Under such circumstances, the researcher has the full
obligation and responsibility of ensuring that the privacy of
participants has not been violated, that they have been pro-
tected from undue embarrassment or distress, and that their
lives have not been altered in any significant way by the
nature of the research procedures. This obligation places
the researcher in an essentially parental role that many find
uncomfortable. To aveid this stance, some have suggested
that ethical principles should proscribe the observation or
recording of behavior for research purposes unless every
person included in the study can be fully infermed. This
position strikes us as misguided. There are clearly cases of
innocuous observation in public places (or the use of pub-
lic records for research purposes) where the necessity to
contact individual participants would destroy the
anonymity that makes the procedures innocuous in the first
place. Where data are recorded with no possibility of iden-
tifying information being available on the persons ob-
served, postexperimental debriefing could produce more
participant embarrassment than any effects associated with
the observation itself. In such cases it is probably better
that the research is conducted in ways that maximize
anonymity rather than informed consent,

Of course, the mere fact that the participants (or the ex-
perimenter) may be embarrassed by disclosure of the re-
search purpose does not by itself justify a decision to
forego informing participants of their research participa-
tion. Such decisions should be closely restricted 1o situa-
tions involving high frequency behaviors in public places
where only aggregate data are needed for research pur-
poses. The decision becomes especially delicate when the
researcher has intervened in the setling in any direct way
that alters the situation beyond the normal range of events.
In such cases, the experimenter must be sensitive to any
possibility that participants may have been affected by the
intervention in ways that warrant disclosure of the experi-
mental setup. Finally the conscientious researcher should
not rely on his or her judgment alone to make such deter-
minations but should consult widely among people who
may bring different perspectives 1o bear on the decisions
to be made.

CONCLUDING COMMENTS

We began this chapter with a defense of the experimental
method. For most social psychologists, this defense is,
doubtless, unnecessary. For, although those who have been
in the discipline for a while have a reasonably clear under-
standing of the difficulties and drawbacks of this approach,
most also have developed an experience-based apprecia-

tion of its enormous advantages. For beginning students of
social psychology, however, we are convinced that it is
vital to take a very close look at precisely why a tightly
controtled experiment, with random assignment of subjects
to conditions, remains the method of choice. We hope this
chapter has succeeded in doing just that, and that the stu-
dent is now as convinced as we are as 10 the viability of the
experimental method.

At the same time, it is of great importance that experi-
mentalists (both veterans and novices) aveid complacency.
As we have indicated earlier, research methodologies are
not static but are continually evolving. As we continue to
fine-tune the experimental method, we must meet a myriad
of challenges by, for example, remaining sensitive to the
situation-—to determine precisely how our research design
interacts with the research setting that interests us. We
must also maintain a continued deep concern with ethics
and, at the same time, attempt to ensure that this concern
does not strangle creativity. We should continue to address
serious and important social psychological questions in
unique ways with equally serious and important experi-
mental interventions both inside and outside the laboratory.

REFERENCES

Abrams, D., & Hogg, M. A. (Eds.) (1990). Social identity the-
ory: Constructive and critical advances. London: Har-
vester Wheatsheaf.

Aderman, D. (1972). Elation, depression, and helping behavior.
Journal of Persornality and Secial Psychology, 24, 91-101,

Allport, G. (1954), The nature of prejudice, Reading, MA:
Addison-Wesley.

American Psychological Association. (1992). Ethical princi-
ples of psychologists and code of conduct, American Psy-
chologist, 47, 15971611,

Arcnson, E. (1966). Avoidance of inter-subject communica-
tion. Psychological Reports, 19, 238,

Aronson, E., & Bridgeman, D. (1979). Jigsaw groups and the
desegregated classroom: in pursuit of common goals. Per-
sonality and Social Psychology Bulletin, 5, 438-446.

Aronson, E., & Carlsmith, J. M. {(1963). Effect of the severity
of threat on the devaluation of forbidden behavior. Journal
of Abnormal and Social Psychology, 66, 583-388.

Aronson, E., & Carlsmith, J. M. {1968). Experimentation in
social psychology. In G. Lindzey and E. Aronson (Eds.),
The handbook of social psychology {(Vol. 2, pp. 1-79).
Reading, MA.: Addison-Wesley.

Aronson, E., Fried, C. B., & Stone, 1. (1991). Overcoming de-
nial and increasing the intention to use condoms through
the induction of hypocrisy. American Journal of Public
Health, 81, 1636-1637.

Aronson, E. & Metiee, D, (1968). Dishonest behavior as a
function of differential levels of induced self-esteem. Jour-
nal of Personality and Social Psychology, 9, 121127,



5 of
tis
ily
2cts
this
stu-
the

eri-
1cy.
are
s 1o
riad
the
sign
We
1tcs
‘ern
ress
3in
eri-
ory.

the-
{ar-

Hor.
1,
AA:

nci
°sy-

ca-

the
Ber-

Tity
mal

nin
is.),
79).

de-
ugh
blic

18 a
JUr-

Chapter 3 / Experimentation in Social Psychology 139

Aronson, E., & Mills, 1. {1959). The effect of severity of initi-
ation on liking for a group. Journal of Abnormal and Social
Psychology, 59, 177-181.

Aronson, E., & Osherow, N. (1980}. Cooperation, prosocial
behavior, and academic performance: Experiments in the
desegregated classroem. Applied Social Psychology An-
nual, 1, 163-196.

Aronson, E., Stephan, C., Sikes, 1., Blaney, N., & Snapp, M.
(1978). The jigsaw classroom. Beverly Hills: Sage Publica-
tions.

Aronson, E., Willerman, B., & Floyd, J. (1966). The effect of
a pratfall on increasing interpersonal attractiveness, Psy-
chonomic Science, 4, 227-228,

Aronson, E., Wilson, T. D., & Akert, R. M. (1994). Social psy-
chology: The heart and the mind. New York: HarperCollins.

Asch, 8. (1951). Effects of group pressure upon the modifica-
tion and distortion of judgment. In H. Guetzkow (Ed.),
Groups, leadership, and men (pp. 177-190). Pitisburgh:
Carnegie Press.

Back, K. W. (1951). Influences through social communication.
Journal of Abnormal and Secial Psychology, 46, 9-23.

Bargh, 1. A, (1989}, Conditional automaticity; Varieties of au-
tomatic influence in social perception and cognition. In I,
S. Uleman & 1. A. Bargh (Eds.), Unintended thought (pp.
3-51). New York: Guilford Press.

Bargh, I. A. (1990). Auto-motives: Preconscious determinants
of social interaction. In E. T. Higgins & R. M. Sorrentino
{Eds.}), Handbook of motivation and cognition (Vol. 2, pp.
93-130). New York: Guilford.

Baumeister, R. F. (1982). A self-presentational view of social
phenomena. Psychological Bulletin, 91, 3-26.

Brady, 1. (1958). Ulcers in “executive monkeys.” Scientific
American, 199, 95-100.

Brehm, 1. W, & Cole, A. H. (1966). Effect of a favor which
reduces freedom. Journal of Personality and Social Psy-
chology, 3, 420-426.

Brewer, M. B. (1976). Randomized invitations: One solution
to the problem of voluntary treatment selection in program
evaluation research. Social Science and Research, 5,
315-323.

Brewer, M. B. (1988). A dual process model of impression for-
mation. In T. K. Srull & R. S. Wyer, J1. (Eds.), Advances in
social cognition (Vol. 1, pp. 1-36). Hillsdale, NJ: Erlbauvm.

Brewer, M. B.. & Brown, R. (1998). Intergroup relations. In
D. T. Gilbert, 8. T. Fiske, & G. Lindzey (Eds.), The hand-
book of social psychology (4th ed., Vol 2, pp. 554-629).
New York: McGraw-Hill.

Brewer, M. B., Dull, V., & Lui, L.. (1981). Perceptions of the
elderly: stereotypes as prototypes. Journal of Personality
and Social Psychology, 41, 656-670.

Brunswik, E. (1956). Perception and the representative design
of psychological experiments (2nd ed.). Berkeley: Univ. of
California Press.

Cacioppo, I. T, Petty, R. E., & Tassinary, L. G. (1989). Social

psychophysiology: A new look. In L. Berkowitz (Ed.), Ad-
vances in experimental social psychology (Vol. 22, pp.
39-91). San Diego: Academic Press.

Campbell, D. T. (1957). Factors relevant to validity of experi-
ments in social settings. Psychology Bulletin, 54, 297-312.

Campbell, D. T., & Stanley, J. C. (1963). Experimental and
quasi-experimental designs for research. In N. L. Gage
(Ed.), Handbook of research on teaching (pp. 171-246).
Chicago: Rand McNally,

Chaiken, S. {1987)}. The heuristic model of persuasion. In M.
P. Hanna, J. M. Olson, & C. P. Herman (Eds.), Social influ-
ence: The Ontario Sympostum (Vol. 5, pp. 3-39). Hillsdale,
NJ: Erlbaum.

Christensen, L. (1988). Deception in psychological research:
When is its use justified? Personality and Social Psychol-
ogy Bulletin, 14, 664-675. '

Cialdini, R. B., Borden, R. ]., Thome, A., Walker, M. R., Free-
man, S., & Sloan, L. R. {(1976). Basking in reflected glory:
three (football} field studies. Journal of Personality and So-
cial Psychology, 34, 366-375.

Cook, T. D., & Campbell, . T. (1979). Quasi-experiments:
design and analysis issues for field settings. Skokie, IL.:
Rand McNally.

Crosby, F, Bromley, S., & Saxe, L. (1980). Recent unobtrusive
studies of black and white discrimination and prejudice. A
literature review. Psychological Bulletin, 87, 546-563.

Dawes, R. B., McTavish, 1., & Shaklee, H. (1977). Behavior,
communication, and assumptions about other people’s be-
havior in a common dilemmas situation. Journal of Person-
ality and Social Psychology, 35, 1-11.

de la Haye, A. (1991). Problems and procedures: A typology
of paradigms in interpersonal cognition. Cahiers de Psy-
chologie Cognitive, 11, 279-304.

DePzulo, B. M. (1992). Nonverbal behavior and self-presenta-
tion. Psychological Bulletin, 111, 203-243.

DePaulo, B, M., Lanier, K., & Davis, T. (1983). Detecting the
deceit of the motivated liar. Journal of Personality and So-
cial Psychology, 45, 1096--1103.

Dickerson, C., Thibodeau, R., Aronson, E., & Miller, D.
(1992). Using cognitive dissonance Lo encourage water
conservation. Journal of Applied Social Psychology, 22,
841-854. : _

Dovidio, J. F., & Fazio, R. H. (1992}, New technologies for
the direct and indirect assessment of attitudes. In J, M.
Tanur (Ed.), Questions abour questions: Inquiries into the
cognitive bases of surveys (pp. 204—237). New York: Rus-
sel Sage Foundation.

Egbert, L. D., Battit, G. E., Tundorf, H., & Becker, H. K.
(1963). The value of the preoperative visit by an anes-
thetist. Journal of the American Medical Association, 185,
553..555.

Ericsson, K. A, & Simon, H. A, (1993). Protocol analysis:
Verbal reports as data (Rev. ed.). Cambridge, MA: MIT
Press.



140 Part Two / Methodological Perspectives

Fazio, R. H. (1990). Multiple processes by which attitudes
guide behavior: The MODE mode] as an integrative frame-
work. In M. P. Zanna (Ed.}, Advances in experimental so-
cial psychology (Vol. 23, pp. 75-109). San Diego: Acade-
mic Press.

Fazio, R. H., Jackson, 1. R., & Williams, C. I. (1995}, Variabil-
ity in automatic activation as an unobtrusive measure of
racial attitudes: A bona fide pipeline? Journal of Personal-
ity and Social Psychology, 69, 1013-1027.

Fiske, A. P, Kitayama, S., Markus, H. R., & Nisbett, R. E.
(1998). The culral matrix of social psychology. In D. T.
Gilbert, S. T. Fiske, & G. Lindzey (Eds.), The handbook of
social psvchology (4th ed., Vol 2, pp. 915-981). New York:
McGraw-Hill.

Fiske, 8. T., & Ruscher. J. B. (1989). On-line processes in cat-
egory-based and individuating impressions: Some basic
principles and methodological reflections. In J. N. Bassili
(Ed.), On-line cognition in person perception (pp.
141-173). Hillsdale, NI: Erlbaum.

Freedman, J. L., & Fraser, §. C. (1966). Compliance without
pressure: The foot-in-the-door technique. Journal of Per-
sonality and Social Psychology, 4, 195-202.

Gerard, H. B., & Mathewson, G. C. {1966). The effects of
severity of initiation on liking for a group: A replication.
Journal of Experimental Social Psychology, 2, 278-287.

Gergen, K. J. (1973). Social psychology as history. Jourral of
Personality and Social Psychology, 26, 309-320.

Gilbert, D. T. (1991). How mental systems believe, American
Psychologist, 46, 107-119.

Gilbert, D. T., & Hixon, 1. G. (1991). The trouble of thinking:
Activation and application of stereotypic beliefs. Journal of
Personality and Social Psvchology, 60, 509-517.

Glass, ., & Singer, ). (1972). Urban stress. New York: Acad-
emic Press.

Greenwald, A. G., & Banaji, M. R. (1995}, Implicit social
cognition: Attitudes, self-esteem, and stereotypes. Psycho-
logical Review, 102, 4-27.

Gross, A. E., & Fleming, L. {1982). 20 years of deception in
social psychology. Personality and Social Psychology Bul-
letin, &, 402408,

Hamilton, D., & Rose, T. L. (1980}, Illusory correlation and
the maintenance of stereotypic beliefs. Journal of Person-
aliry and Social Psychology, 39, 832-845.

Hamilton, D. L., & Trolier, T. K. (1986). Stercotypes and
stereotyping: An overview of the cognitive approach. In 1.
Dovodio & S. Gaertner (Eds.), Prejudice, discrimination
and racism (pp. 127-164). New York: Academic Press.

Haney, C., Banks, C., & Zimbardo, P. (1973)}. Interpersonal
dynamics in a simulated prison. International Journal of
Criminology and Penology, 1, 69-97.

Harackjewicz, J. M., Manderlink, G., & Sansone, C. (1984).
Rewarding pinball wizardry: Effects of evaluation and cue
value on intrinsic interest. Jowrnal of Personality and So-
cial Psychology, 47, 287-300.

Harlow, H. F,, & Zimmerman, R. R. (1958). The development
of affectional responses in infant monkeys. Proceedings of
the American Philosophic Sociery, 102, 501-509.

Higging, E. T., & Bargh, J. A, (1992). Unconscious sources of
subjectivity and suffering: Is consciousness the solution? In
L. L. Martin & A. Tesser (Eds.), The construction of social
Judgments (pp. 67-103). Hillsdale, NJ: Erlbaum.

Higgins, E. T., Rholes, W. S., & Jones, C. R. (1977). Category
accessibility and impression formation. Journal of Experi-
mental Social Psychology, 13, 141-154.

Holmes, D. S. (1976a). Debriefing afier psychological experi-
ments: [. Effectiveness of postdeception dehoaxing. Ameri-
can Psychologist, 31, 858-867.

Holmes, D. S. (1976b). Debriefing after psychological experi-
ments: II. Effectiveness of postexperimental desensitizing.
American Psychologist, 31, 868-875.

Jacoby, L. L., Lindsay, 5. D., & Toth, J. P. (1992). Uncon-
scious influences revealed: Attention, awareness, and con-
trol. American Psychologist, 47, 802--809.

Janis, 1. L (1958). Psychological stress. New York: Wiley.

Johnson, 1. E., & Leventhal, H. (1974). Effects of accurate ex-
pectations and behavioral instructions on reactions during a
noxious medical examination. Journal of Personality and
Social Psychology, 29, T10-718.

Jones, E., & Sigall, H. {1971}. The bogus pipeline: A new par-
adigm for measuring affect and attitude. Psychological
Bulletin, 76, 349-364.

Kanfer, F. H., & Seidner, M. L. (1973). Self control: Factors
enhancing tolerance of noxious stimuiation. Journal of Per-
sonality and Social Psychology, 25, 281-389.

Katzev, R., & Bachman, W. (1982). Effects of deferred pay-
ment and fare rate manipulations on urban bus ridership.
Journal of Applied Psychology, 67, $3-88.

Kenny, D. A., Kashy, D. A., & Bolger, N. (1998). Data analy-
sis in social psychology. In DL T. Gilbert, S. T. Fiske, & G.
Lindzey (Eds.), The handbook of social psychology {4th
ed., Vol 1, pp. 233-265). New York: McGraw-Hill.

Kiesler, 8. B., & Sproull, L. 8. (1987). (Eds.). Computing and
change on campus. New York: Cambridge.

Kihlstrom, . F. (1987}. The cognitive unconscious. Science,
237, 14451452,

Kunen, 1. 8. {1995, July 10). Teaching prisoners a lesson. The
New Yorker, 34-39,

Landy, D., & Aronson, E. (1968). Liking for an evaluator as a
function of his discernment. Jouwrnal of Personality and So-
ctal Psychology, 9, 133-141.

Langer, E. J. {1975). The illusion of control. Journal of Per-
sonality and Social Psychology, 32, 311-328.

Langer, E. 1. {1989). Minding matters: The consequences of
mindlessness-mindfulness. In 1. Berkowitz (Ed.), Ad-
vances in experimental social psychology (Vol. 22, pp.
137-174). San Diego, CA: Academic Press.

Langer, E. ¥, & Rodin, J. (1976). The effects of choice and
enhanced personal responsibility for the aged: A field ex-



Chapter 3 / Experimentation in Secial Psycholo 141
P Y gy

periment in an institutional setting. Journal of Personality
and Social Psychology, 34, 191-198,

- Langer, E. I, Blank, A., & Chanowitz, B. (1978). The mind-

lessness of ostensibly thoughtfisl action: The role of “place-
bic” information in interpersonal interaction. Journal of
FPersonality and Social Psychology, 36, 635-642.

Lepper, M. R., Greene, D., & Nisbett, R. E. {1973). Under-
mining children’s intrinsic interest with extrinsic reward: A
test of the overjustification hypothesis. Journal of Person-
aliry and Social Psychology, 28, 129-137.

Lucasiewicz, M., & Sawyer, D. (1991, Sept. 26). True Colors:
Primetime Live. New York: American Broadcasting Com-
pany. {Available from MTI Film & Video.)

Milgram, S. (1974). Obedience 1o authority: An experimental
view. New York: Harper & Row.

Mook, D. G. (1983). In defense of external invalidity. Ameri-
can Psychologist, 38, 379-388.

Mook, D. G., Wilson, T. D., & DePaulo, B. M. (1995). Short-
comings of research on important social problems. Unpub-
lished manuscript, University of Virginia, Charlottesville,

Nisbett, R. E., & Wilson, T. . (1977). Telling more than we
can know: Verbal reports on mental processes. Psychologi-
cal Review, 84, 231-259,

Orme, M. (1962). On the social psychology of the psychologi-
cal experiment. American Psychologist, 17, 776-783.

Parker, 8. D., Brewer, M. B., & Spencer, J. R, (1980). Natural
disaster, perceived control, and attributions to fate. Person-
ality and Social Psychology Bulletin, 6, 454-459,

Pennebaker, J. {1983). Physical symptoms and sensations;
Psychological causes and correlates. In J. T. Cacioppo & R.
E. Petty (Eds.), Social psychophysiology: A sourcebook
(pp. 543-564). New York: Guilford.

Petty, R. E., & Cacioppo, J. T. (1986). Communication and
persuasion: Central and peripheral routes to arntitude
change. New York: Springer-Verlag,

Perty, R. E., Cacioppo, 1. T., & Goldman, R. (1981). Personal
involvement as a determinant of argument-based persua-
sion. Journal of Personality and Social Psychology, 41,
8477-855.

Piliavin, I. M., Redin, J., & Piliavin, 1. A. (1969). Good
samaritanism: An underground phenomenon? Journal of
Fersonality and Social Psychology, 13, 289-299.

Reis, H. T. {1982). An introduction to the use of structural
equations: Prospects and problems. In L. Wheeler (Ed.),
Review of personality and social psychology (Vol. 3, pp.
255-287). Beverly Hills, CA: Sage.

Rodm, I, & Langer, E. J. (1977), Long-term effects of a con-
trol-relevant intervention with the institutional aged. Jour-
nal of Personality and Social Psychology, 33, $897-902,

Rosenberg, M. J., Davidson, A. J., Chen, J.,, Judson, E. N., &
Douglas, J. M. (1992). Barrier contraceptives and sexually
transmitted diseases in women: A comparison of female-
dependent methods and condoms. American Journal of
Public Health, 82, 669-674.

Rosenthal, R. (1994). Interpersonal expectancy effects: A 30-
year perspective. Current Directions in Psychological Sci-
ence, 3, 176-179.

Rosenthal, R., & Lawson, R. (1964). A longitudinal study of
the effects of experimenter bias on the operant learning of
laboratory rats. Journal of Psychiatric Research, 2, 61-72.

Ross, L., Lepper, M. R., & Hubbard, M. (1975). Perseverance
in self perception and social perception: Biased attribu-
tional processes in the debriefing paradigm. Journal of Per-
sonality and Social Psychology, 32, 880-892.

Sable, A. (1978). Deception in social science research: Is in-
formed consent possible? Hastings Center Report, 8,
40-46.

Salovey, P, Mayer, J. D., & Rosenhan, D. L. (1991). Mood
and helping: Mood as a motivator of helping and helping as
a regulator of mood. In M. 8. Clark (Ed.}, Prosocial Behav-
ior: Review of Personality and Social Psychology (Vol. 12,
pp. 215-237). Newbury Park, CA: Sage.

Schachter, 8. (1959). The psychology of affiliation: Experi-
mental studies of the sources of gregariousness. Stanford:
Stanford University Press.

Schachter, 8., & Singer, J. E. (1962). Cognitive, social and
physiological determinants of emotional state. Psychelogi-
cal Review, 69, 379-399.

Schlenker, B. R. (1980). Impression management. Monterey,
CA: Brooks-Cole. :

Schooler, I. W., Ohlsson, S., & Brooks, K. (1993). Thoughts
beyond words: When language overshadows insight. Jour-
nal of Experimental Psychology: General, 122, 166-183.

Schulz, R., & Hanusa, B. H. (1978). Long-term effects of con-
trol and predictability-enhancing interventions: Findings
and ethical issues. Journal of Personality and Social Psy-
chology, 36, 1202-1212.

Sears, D. 0. {1986). College sophomores in the laboratory: In-
fluences of a narrow data base on social psychology’s view
of human nature. Journal of Personality and Social Psy-
chology, 51, 515-530. _

Sharpe, D., Adair, J. G., & Roese, N. J. (1992). Twenty years
of deception research: A decline in subjects’ trust? Person-
allity and Social Psychology Bulletin, 18, 585-590.

Sherif, M., Harvey, O. J., White, J., Hood, W., & Sherif, C,
(1961). Intergroup conflict and cooperation: The robber’s
cave experiment, Norman: University of Oklahoma, Insti-
tute of Intergroup Relations.

Sigall, H., Aronson, E., & Van Hoose, T. (1970). The coopera-
tive subject: Myth or reality? Journal of Experimental So-
cial Psychology, 6, 1-10.

Sigall, H., Page, R. (1971). Current stereotypes: A little fad-
ing, a little faking. Journal of Personality and Secial Psy-
chology, 18, 247-255,

Smith, 8. 8., & Richardson, D. (1983). Amelioration of decep-
tion and harm in psychological research: The important
role of debriefing. Journal of Personality and Social Psy-
chology, 44, 1075-1082.



142 Part Two / Methodological Perspectives

Stephan, C., Presser, N. R., Kennedy, I C.. & Aronson, E.
(1978). Attributions to success and failure after cooperative
or competitive interaction, Ewropean Journal of Social Psy-
chology. 8, 269-274.

Stone, 1., Aronson, E., Crain, A. L., Winslow, M. P., & Fried,
C. B. (1994). Inducing hypocrisy as a means for encourag-
ing young adults to use condoms. Personality and Social
Psychology Bullerin, 20, 116-128.

Tajfel, H., Billig, M., Bundy, R., & Flament, C. (1971). Social
categorization and intergroup behavier. European Journal
of Social Psychology, 1, 149-178.

Tumin, M., Barton, P., & Burrus, B. (1958). Education, preju-
dice, and discrimination: A study in readiness for desegre-
gation. American Sociological Review, 23, 41-49.

Uleman, J. S. {1989). A framework for thinking intentionally
about unintended thoughts. In 3. 8. Uleman & J. A. Bargh
(Eds.), Uninrtended thought (pp. 425-449). New York:
Guilford Press.

Underwood, B., Berenson, 1., Berenson, R., Cheng, K., Wil-
son, D., Kulik, 1., Moore, B., & Wenzel, G. (1977). Auen-
tion, negative affect, and altruism: An ecological valida-
tion. Personality and Social Psychology Bulletin, 3,
54-58.

von Hippel, W., Sekaquaptews, D, & Vargas, P. (1995). On the
role of encoding processes in stereotype maintenance. In
M. Zanna {Fd.), Advances in experimental social psychol-
ogy (Vol. 27, pp. 177-254), San Diego: Academic Press.

Wallace, J.. & Sadalla, E. (1966). Behavioral consequences of
transgression: 1. The effects of social recognition, Journal
of Experimental Research in Personaliry, 1, 187-194.

Walster, E., Aronson, E., & Abrahams, D. (1966). On increas-
ing the persuasiveness of a low prestige communicater.
Journal of Experimental Social Psychology, 2, 325-342,

‘Webb, E. 8., Campbell, D. T., Schwartz, R. D., Sechrest, L., &
Grove, 1. (1981). Nonreactive measures in the social sci-

ences. Boston: Houghton Mifflin.

Wegner, D. M. {1994). Ironic processes of mental control.
Psychological Review 101, 34-312,

Wicker, A. W. (1969). Attitudes versus actions: The relation-
ship between verbal and overt behavioral responses to atti-
wide objects. Journal of Social Issues, 25, 41-T8.

Wilson, T. D. (1994). The proper protocol: Validity and com-
pleteness of verbal reports. Psychological Science, 5,
249-252.

Wilson, T. D., Dunn, D. S., Kraft, D, & Lisle, D. L. (1989). In-
trospection, attitude change, and attitude-behavior consis-
tency: The disruptive effects of explaining why we feel the
way we do, In L. Berkowitz (Ed.), Advances in experimen-
tal social psychology (Vel. 19, pp. 123-205). Orlando, FL:
Academic Press.

Wilson, T. D., Hodges, S. D., & LaFleur, 8. 1. (1995). Effects
of introspecting about reasons: Inferring attitodes from ac-
cessible thoughts. Journal of Personality and Social Psy-
chology, 68, 16-28,

Wilson, T. D., & Lassiter, D. (1982). Increasing intrinsic inter-
est with the use of superfluous extrinsic constraints. Jour-
nal of Personality and Social Psychology, 42, 811-819.

Wilson, T. D., Lisle, D., Schooler, J., Hodges, S. D., Klaaren,
K. 1., & LaFleur, S. 1. {1993). Introspecting about reasons
can reduce post-choice satisfaction. Personaliry and Social
Psychology Bulletin, 19, 331--339.

Wilson, T. D., & Stone, J. 1. (1985). Limitations of self-knowl-
edge: More on telling more than we can know. In P. Shaver
(Ed.), Review of personality and social psychology (Vol. 6,
pp. 167-183). Beverly Hills, CA: Sage.

Zanna, M., P, & Fazio, R. H. (1982). The attitude-behavior re-
Jation: Moving toward a third gencration of research. In M,
P. Zanna, E. T. Higgins, & C. P. Herman (Eds.), Consis-
tency in social behavior: The Ontario Symposium (Vol. 2,
pp- 283-301). Hillsdale, NJ: Erlbaum,



