
The use of social media and social networking sites is currently widespread and 
is only expected to increase in the coming years. In a recent survey (Greenwood, 
Perrin, & Duggan, 2016), over 70% of U.S. adults aged 18 to 29 and 55% of adults 
aged 30 to 49 reported having a Facebook profile. Further, a solid 33% of adults 
aged 50 to 64 reported using Facebook, and 24% of the 86% of Americans who 
use the Internet interact on Twitter (Greenwood et al., 2016). Social media com-
prise websites and applications that facilitate the creation, expression, and sharing 
of information and ideas among users who (a) maintain a personal profile within 
the system, (b) privately or publicly interact with other users within the social 
networks, (c) expand their connections by searching for other users or accepting 
connections suggested by the platforms, and (d) may also leave the social networks 
and remove their connections (Boyd & Ellison, 2007).

Social media is an enjoyable outlet for people to express themselves and inter-
act with other network members, and the increasing number of users (Mangu-
kiya, 2016; Statista, 2010), along with the growing usage (Duggan, Ellison, Lampe, 
Lenhart, & Madden, 2015), position such outlets as powerful sources of informa-
tion to be used in research (e.g., with the goal of identifying discussion topics 
on a Facebook page; see “Topics as Important Semantic Features”). In recent 
decades, social media analysis has received considerable attention in various areas 
of research, from examining the associations between the use of social media 
and mental health ( Jelenchick, Eickhoff, & Moreno, 2013; Lin et al., 2016) to 
analyzing the effects of social media on interpersonal relationships (Finkel, East-
wick, Karney, Reis, & Sprecher, 2012; Ward, 2016). Furthermore, the number of 
psychology articles that utilize social media as a tool or treat it as the subject of 
scrutiny has risen rapidly in the last decade. According to the Psychology Arti-
cle Database Psychinfo, there were over seven times more studies involving social 
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media since 2010 than in the entire previous decade. The increase of research 
publications is expected to rise because social media are growing in popularity 
and becoming ever more influential in our everyday lives. Researchers can now 
use social media platforms to harvest a wide range of information about a popu-
lation, such as the demographics of personal profiles (i.e., non-semantic features) 
as well as likes, favorites, follow, and text posts/messages (i.e., semantic features).

The harnessing of social media data has allowed researchers to uncover numer-
ous aspects about its users at the individual, community, and national levels. In 
fact, an emerging group of scholars has analyzed social media data to under-
stand a wide range of behaviors and attitudes, including but not limited to con-
sumer decisions (Bennett & Lanning, 2007; De Souza & Ferris, 2015; Farhadloo, 
Winneg, Chan, Jamieson, & Albarracín, 2018), influenza infections (Signorini, 
Segre, & Polgreen, 2011), and political orientation/opinions (Schwartz & Ungar, 
2015; Wu, Kosinski, & Stillwell, 2015). In the following sections, we provide 
a detailed overview of some sample platforms (“Social Media Platforms”) and 
describe different harvesting methods to collect social media data (“Harvesting 
Social Media Data: Approaches and Sources of Data Collection”) as well as a 
range of harnessing techniques to analyze non-semantic and semantic features 
(“Harnessing Social Media Data: Analytical Techniques for Non-Semantic and 
Semantic Features”). We then provide a discussion of important semantic features, 
including topics and the use of sentiment analysis and opinion spam detection. 
In the last section, we present an example to illustrate how social media data can 
be utilized for predictive and explanatory models. Finally, we end this chapter by 
describing ongoing challenges and future directions of measuring social media 
data in psychological research.

Social Media Platforms

At first glance, social media might appear to generate data streams that are far too 
shallow to advance knowledge in any meaningful way because most platforms 
impose constraints on how users express themselves. For instance, Twitter has 
a limit of about 280-character on each post/reply (i.e., tweet), Facebook has a 
63,206-character allotment for a status update, and Weibo has an approximately 
2,000-character restriction for every message, augmented with additional space 
given for photos, videos, polls, GIFs, and quotes. Given that, by design, these mes-
sages are limited, it might seem reasonable to conclude that there is little to learn 
from the seemingly shallow communications these sites typically generate. How-
ever, this is not what we found in a review of the relevant literature. Table 10.1 
presents sample studies that have analyzed data from social media and differ in 
key functions, including networking, microblogging, messaging, commenting and 
discussion, media sharing, and news and classified advertisements. In the coming 
sections, we provide an overview of harvesting methods and analytical techniques 
in relation to the key functions of the social media used in previous studies.
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As revealed in Table 10.1, social media functions related to networking are 
more appropriate to address research questions about social networks. For exam-
ple, researchers may use profile information on LinkedIn to explore how users of 
different professions present themselves on LinkedIn (Zide et al., 2014). Similarly, 
social media designed for commenting and discussion, such as Yelp, may allow 
researchers to examine the use of positive versus negative words in reviews of 
restaurants and shops (Gui et al., 2017). Additionally, some platforms, such as 
Facebook and Twitter, combine networking, microblogging, and commenting 
functions, which offers ample opportunity for research. The use of data from these 
multi-function social media is thus less restrictive than that of data generated from 
social media with a single function. Previous studies collected Twitter data to 
examine the relation between the usage of pre-identified vocabularies and health 
outcomes (Ireland, Chen, Schwartz, Ungar, & Albarracin, 2015; Ireland, et al., 
2015) and harvested Facebook Likes data to predict dispositional characteristics 
(Kosinski et al., 2013; Schwartz, Eichstaedt, Kern, Dziurzynski, Ramones et al., 
2013). As different harvesting methods yield distinct data characteristics, we next 
discuss the available harvesting methods.

Harvesting Social Media Data: Approaches  
and Sources of Data Collection

Social media data are available from a variety of sources, and the data can be col-
lected via different approaches varying in cost, programming techniques required, 
and data completeness (see Figure 10.1). Figure 10.1 illustrates how six harvesting 
approaches relate to the data costs, the representativeness of the sample, and the 
subsequent cleaning and processing procedures. Researchers must carefully select 
which sources of data best suits their research needs. For example, researchers with 
limited resources or those who want to pilot test research ideas may use existing 
free datasets, whereas researchers who have sufficient IT resources and want to 
monitor the influence of policies in the public for a period, may use the services 
of monitoring vendors and/or set up application program interfaces (APIs).

Given the availability of multiple sources for each approach, we present the 
most common and up-to-date sources with their main features in Table 10.2. 
In the following section, we discuss harvesting social media data from the least 
expensive approach to the most expensive ones. However, the data access policy 
of social media platforms can change and thus requires researchers to check the 
social media regulations at the time of conducting their research.

The Least Expensive Approach: Downloading Free Datasets

The fastest and least expensive approach to accessing social media data is through 
sample data libraries and directly from the social media sites, such as Yelp, Wiki-
pedia, and YouTube (see Table 10.2). These free datasets have several limitations 
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because the data collection is already completed, limited user metadata are 
included, and the researchers have no control over the cleaning/preprocessing 
processes. Despite these limitations, researchers can use such data sets for validat-
ing techniques and pilot testing of their hypotheses.

Apart from these dataset repositories, researchers can also access free social 
media data (e.g., the Observatory on Social Media (OSoMe), developed by aca-
demic initiatives at Indiana University to promote public access to social media 
data). Moreover, Twitter Search, the search function available on the Twitter 
website, can also provide a small sample of Twitter data (i.e., retrieving up to 
seven days of historical data or 1,500 tweets). This method requires researchers to 
manually copy and paste search results into a database, which is cumbersome for 
a project examining an extended period.

The Less Expensive Approach: Setting Up Application 
Program Interfaces (APIs)

Social media platforms publish different APIs, which are sets of protocols and tools 
to enhance the functionalities of software applications developed by researchers. 
Researchers are required to register as a developer and obtain consumer and 
access token credentials to set up the API. Although using the APIs are free, 
there are tangible costs in setting up/monitoring the API and storing the data. 

FIGURE 10.1  Various Approaches to Social Media Data Harvesting

Note: By cost, programming techniques and data completeness (solid line refers to the maximum level 
of completeness, long-dash-dot-dot lines refer to the moderate level of completeness, dash lines refer 
to the moderate-to-minimum level, and dot line refers to the minimum level of completeness).
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Furthermore, basic familiarity with programming techniques, as well as server side 
programming languages, are necessary for the use of APIs. For instance, research-
ers have to be familiar with Python, a programming language, to use Tweepy, an 
open-sourced python program, to communicate with the Twitter API python 
package (see http://docs.tweepy.org/en/v3.5.0/getting_started.html for details). 
Other intangible costs include the absence of retrospective data (because data are 
crawled prospectively) and the time required for data cleaning (because of missing 
fields and inconsistent information).

Apart from the accredited APIs, free web scraping programs available online 
supply tools to scrape information on designated websites and save into a JSON 
and XML format. These automated software programs (also referred to as bots) 
can also utilize fake user accounts to harvest data on social media.

Despite the availability, researchers should be cautious about the legal con-
straints of such tools. In 2016, LinkedIn filed a lawsuit against 100 unnamed 
individuals using bots to harvest user profiles from its website (Conger, 2016; 
LinkedIn, 2016). Web scraping tools are also subject to regulations (Bilton, 2012). 
For example, in 2015, the airline company Ryanair sued other travel agencies for 
screen-scraping price information. The Court of Justice of the European Union 
(ECJ) ruled that websites can set restrictions to limit scraping (Consonni & 
Anselmi, 2015). As the legitimacy of web scraping tools is bounded by the laws 
of respective countries, researchers should consult their institutions’ legal services 
before scraping social media data.

The More Expensive Approach: Subscribing Services  
From Monitoring Vendors

Although the use of computer programs for harvesting involves concerns about 
technical and legal issues, subscribing services from monitoring vendors can make 
data retrieval, preparation, and basic analysis potentially easier (see Table 10.2). 
Monitoring vendors, such as Crimson Hexagon and DataSift, pre-process social 
media data, such as from Facebook, Weibo, Twitter, and provide information 
through automatic dashboards, real-time social listening and influencer identi-
fication tools, as well as built-in visualization tools (e.g., word cloud, and fig-
ures). However, a major drawback of such vendor services is the subscription 
cost, which may be very prohibitive depending on the retrieval volume and types 
of data. Furthermore, users can neither customize the algorithms of the built-in 
analyses nor modify any parameters of the machine learning model for analyses.

The Most Expensive Approach: Buying Data

The most expensive option regarding harvesting social media is buying data 
directly from the reseller. Gnip is a Twitter data reseller that provides the full raw 
Twitter data and sells the data to match the researchers’ needs by customizing the 

http://docs.tweepy.org/en/v3.5.0/getting_started.html
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programming infrastructure and computational algorithms. Interested researchers 
can contact the reseller and purchase a dataset that meets specific needs, and there 
are occasional promotions and grants for academic work. Apart from Twitter data, 
to our knowledge, there are no other official resellers of raw social media data 
currently available. This approach certainly gives investigators complete control 
of how to retrieve, store, and analyze the full sample of Twitter data, but is infre-
quently used given the extensive cost and resources needed to build such a system.

Harnessing Social Media Data: Analytical Techniques  
for Non-Semantic and Semantic Features

Apart from the collection of social media data, a major challenge of using social 
media data for research is the selection of an appropriate analytical technique to 
measure the variables of interest. Social media data can be included in the analysis 
as measured variables or used to extract latent variables, depending on the char-
acteristics. Figure 10.2 presents an overview of social media data, including two 
main features, i.e., non-semantic and semantic, and the corresponding analytical 
techniques. Non-semantic features include attributes of non-lexical items, such 
as age, gender, and location, which are usually specified on user profiles. Semantic 
features include lexical items with different levels of information, ranging from 
less detailed contents, such as Facebook Likes, to more detailed ones, such as text 
messages. As social media data vary in characteristics, the analytical techniques 
vary. For example, user attributes can be entered directly into a regression analysis 
whereas text messages require content analysis or natural language processing, 
followed by regression analyses. In the following sections, we reference published 
studies to illustrate how various analytical techniques can be used to research non-
semantic and semantic features.

Non-Semantic Features

The first and most obvious application of social media analysis is to measure the 
demographic characteristics of populations. Social media data can reveal char-
acteristics of the populations, especially those that are difficult to reach or less 
likely to participate in a survey. The majority of participants that are studied using 
traditional research methods are mainly white, female, Western undergraduate 
students, a.k.a. the “WEIRD” demographic described in Henrich, Heine, and 
Norenzayan (2010). Given that sampling directly from other regions of the globe 
and collecting responses from a national representative samples can be extremely 
expensive and time-consuming (Teitler, Reichman, & Sprachman, 2003), the 
analysis of social media data is likely to allow researchers to measure global popu-
lations on a larger scale, with a lower investment of money and time. The rela-
tively low costs related to social media has enabled their use in everything from 
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the analysis of the effects of advertisements on consumer behavior, to those of 
government-led health campaigns on public opinion (Smyser, 2013).

Furthermore, the penetration of social media gives researchers the opportu-
nity to examine broader research questions in which demographics (and other 
individual differences) can be systematically studied. Researchers can investigate 
the spread of emerging risk behaviors such as electronic cigarettes (e-cigarette) 
and vaping (Chu et al., 2015) in particular regions and age groups by analyzing 
social media non-semantic features such as location information specified on user 
profiles. Researchers can also examine the effectiveness of tobacco control cam-
paigns in social media because lesbian, gay, and bisexual (LGB) populations are 
more likely to be smokers and social media users, compared to heterosexual ones 

FIGURE 10.2  Data Features and Analytical Techniques of Social Media Analyses
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(Kostygina, Tran, & Emery, 2016; Seidenberg et al., 2017; Stevens, Carlson, & 
Hinman, 2004). Ultimately, researchers can sample diverse users from social media 
and use their responses to test theories that hypothesize variability on race, gender, 
education, culture, etc.—the variability unlikely to be found in “WEIRD” college 
samples.

In addition to the demographic information, researchers can quantify the size 
of users’ social networks by measuring the number of friends and followers on 
social media. Lönnqvist and Itkonen (2014) examined the mediating role of social 
network size on the link between personality traits and life satisfaction. Instead of 
asking individuals to report how many friends they have, Facebook friend counts 
can serve as a proxy for their social network size. Likewise, Johnston, Tanner, 
Lalla, and Kawalski (2013) used Facebook friend counts to gauge the levels of 
social capital and examined its impact on subjective well-being. Other research-
ers recorded changes in friendship ties on Facebook and MySpace as a measure 
of friendship selection, which was then linked to smoking and drinking behavior  
(G. C. Huang, Soto, Fujimoto, & Valente, 2014).

Although non-semantic features, including users’ demographic information 
and their social networks, are important for analyses, not everybody is willing 
to provide complete information on their social media profile. Only 20% of 
users provide demographic information and meaningful locations in their profile 
(Cheng, Caverlee, & Lee, 2010). Due to the sparseness of attributes in social media 
data, researchers have begun to use the available profile information to predict 
other missing user attributes including age, gender, ethnicity/race, location, lan-
guage, and other demographic characteristics (S. Chang et al., 2014; Rao et al., 
2011; Schwartz, Eichstaedt, Kern, Dziurzynski, Agrawal et al., 2013; Zamal, Liu, & 
Ruths, 2011). Previous studies have demonstrated satisfactory performance of 
these predictors and classifiers, even though attribute identification tasks are still 
resource-intensive due to the use of manual annotation procedures. For example, 
previous studies relied on users’ first name on their account profiles to infer gen-
der (Burger, Henderson, Kim, & Zarrella, 2011), even though the accuracy of this 
method is not well validated.

Semantic Features

Less Detailed Contents

Other studies have examined semantic data (e.g., Facebook Likes) to predict per-
sonal attributes, personality traits, and psychological outcomes (Kosinski et al., 
2013; Wu et al., 2015). Table 10.3 summarizes common semantic data with less 
detailed contents that are available in the top three social media (see the left side 
of the table). Favorite/like, follow, and share/retweet are the examples of semantic 
data that work similarly as web browsing cookies: Clicking Favorite/Like for a 
message indicates users’ positive evaluations of that post, clicking Share/Retweet 
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involves forwarding a message posted by other users, and clicking Follow shows 
users’ choice of receiving all updates from that page/group. Even though these 
semantic features are minimal or condensed, they are useful for examining a wide 
range of research questions (see Table 10.3). For example, Kalampokis, Tambouris, 
and Tarabanis (2013) used Facebook Likes data to develop machine learning mod-
els to predict personal attributes, going from sexual orientation to intelligence. 
Wu et al. (2015) further validated the predicted personality scores and revealed 
that computer-based personality predictions, rather than the estimates made by 
the participants’ Facebook friends, were more highly correlated with participants’ 
self-report scores. Semantic features such as Likes and the related analytical tech-
niques are likely to have a major influence on psychological research in the next 
decade. Apart from Likes/Follow, researchers can collect users’ Share/Retweet as 
clear expressions of particular events and apply machine learning techniques to 
predict psychological variables without asking participants to complete self-report 
questionnaires. The collection of semantic data and the corresponding analyses 
tend not to be limited to particular social media, with a caveat that Facebook 
frequently changes APIs for public access to their contents, which creates uncer-
tainties about Facebook as a stable data source.

More Detailed Contents

An expanding body of research has concentrated on the content analysis of 
semantic features with more detailed contents, such as posts and messages on 
social media (see Table 10.3 for examples; Curini, Iacus, & Canova, 2015; De 
Souza & Ferris, 2015). Such messages and posts may include emoticons, which 
are the use of keyboard characters to represent a facial expression, such as a 
smile “:-)”, and text content that can be used to directly reveal a user’s emotion. 
Researchers can either use tweets originally codified by Twitter as happy versus 
unhappy for valence analyses (Curini et al., 2015) or analyze the message content 
to obtain verbal information. As described in Table 10.3, the analyses of individ-
ual messages posted on social media allow marketing campaigners to understand 
the level of satisfaction with a product (De Souza & Ferris, 2015). Using social 
media data to measure customer satisfaction resembles the collection of product 
comments in focus groups, except that the online customers can participate in 
the product review meeting whenever and wherever they want. Additionally, the 
general usage of certain words can also reflect an individual’s emotions, thoughts, 
and behaviors. Therefore, an emerging field uses social media data to infer users’ 
behaviors, attitudes, and health status. For example, a study conducted by Asur 
and Huberman (2010) showed that Twitter data could predict how many tickets 
would be purchased for the upcoming release of a movie. These findings indicate 
that the analysis of social media to derive semantic features is likely to provide 
valuable insights.
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Scientists have been studying how to convert raw text and its representations 
into manageable inputs for computers since the early 1960s. Natural language 
processing (NLP), which aims to understand human communications using com-
puters, has allowed researchers to extract meaningful representations from text 
messages (i.e., words, phrases, and sentences) and use them as inputs for machine 
learning models (see Figure 10.2). The major use of NLP research once concen-
trated on deriving representations from structured text passages in formal written 
language, such as news articles, academic journal articles, records, and archives. 
However, as social media data have become increasingly available, NLP tech-
niques have evolved to analyze the short and unstructured user-generated mes-
sage contents that characterize posts and messages on social media. The most 
well-established basic NLP techniques include text normalization, tokenization, 
part-of-speech tagging, chunkers and parsers, as well as named-entity recogni-
tion. Other basic NLP methods that have not yet received much attention in 
social media analysis include coreference resolution. These new technologies are 
attempts to respond to the challenges of understanding user-generated content 
on social media, such as identifying HIV risk among users (Thangarajan, Green, 
Gupta, Little, & Weibel, 2015) or predicting crime rates using Twitter data (Ger-
ber, 2014).

The first step in applying natural language processing is text normalization, 
which is an abstraction used to convert raw text into a standardized representa-
tion. This step involves some knowledge of the data available and how it will be 
utilized. For example, Harrison et al. (2014) have collected restaurant reviews in 
which customers have described various aspects of each restaurant such as location, 
food quality, atmosphere, and price. If a researcher interested in analyzing price 
information may find some customers using “$” to describe the monetary price 
while others might use the word “dollars,” which requires consolidating different 
representations into one norm. Researchers can, of course, substitute numerical 
characters for respective words. Similarly, there are methods for word stemming 
(e.g., maps the texts car, cars, car’s, and cars’ to car), stop words removal (e.g., removes 
words like a, an, and are, etc.), and lower-case conversions (e.g., converts Health to 
health). However, the adoption of these methods in social media analysis requires 
consideration of informal language use, idiosyncratic writing styles, and vernacu-
lar orthography (e.g., that as dat; Beckley, 2015). Tweets may signal emphasis with 
capitalization, which is traditionally used for the starting boundary of a sentence 
or some named entity. Furthermore, tweets contain punctuations that are used not 
just to end a sentence, but also as a part of emoticons (Kaufmann, 2010).

The second step in text preprocessing is text tokenization, which reduces raw 
texts to a number of basic units, typically in the form of words, phrases, sentences, 
and/or paragraphs (see Figure 10.2). For instance, an n-grams tokenizer breaks 
the text down into a contiguous sequence of n items such as words; an n-gram of 
size one refers to as a unigram, and an n-gram of size two refers to as a bigram, 
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etc. The tokenizers also segment sentences into valid partitions. For example, the 
punctuation period “.” usually indicates the end of a sentence, although applying 
such a rule to a sentence with a term “U.S.A.” may lead to incorrect segmenta-
tion, resulting in meaningless text fragments. In this situation, a text tokenizer 
would decode the word set correctly into “the United States of America.” This 
example suggests the need for more analytic tools to tackle the challenges of 
informal language (Gimpel et al., 2011; Ritter, Clark, Mausam, & Etzioni, 2011). 
Another basic form of syntactic analysis can be derived from identifying the part-
of-speech (POS) components of a sentence (i.e. nouns, verbs, adjectives, etc.).  
Although many POS taggers and tokenizers are trained using a standard corpus 
(the Wall Street Journal corpus), Gimpel et al. (2011) developed a Twitter POS 
tagger and tokenizer tool, which creates an appropriate annotation corpus for the 
training of the text preprocessing tool. The importance of Gimpel and colleagues 
(2011) tool lies in the invention of phonetic normalization, which derives a com-
mon representation of a word that receives many alternate spellings on Twitter.

The third NLP step is to identify some structure in texts, that is, parsing gram-
matical components of sentences, such as noun, prepositional, or verb phrases (see 
Figure 10.2). This goal is achieved by parsers, an umbrella term for fully gram-
matical parsers and shallow parsers/chunkers. The challenge of identifying struc-
tures in texts is that very few structures exist, not to mention the presence of large 
amounts of noise. Hence, parsers developed for Twitter typically perform less 
accurately than tools developed for news articles or journals (Kong et al., 2014). 
Named entity recognition (NER) is another process of identifying and categoriz-
ing tokens that refer to people, locations, organizations, etc. NER may be useful 
when a researcher tries to identify tweets about the World Health Organization 
(WHO), a case in which the keyword search “WHO” is likely to return noisy 
results. In that case, tweets can be further processed with NER to identify correct 
tweets, but currently, this process only works for tweets with sufficient textual 
content, i.e., the larger the number of characters the better the performance (Rit-
ter et al., 2011).

In addition to the well-established NLP techniques, we present recent NLP 
techniques that have not yet been widely applied to analyze social media data but 
might improve analysis in the future (see Figure 10.2). Coreference resolution 
is a basic NLP technique that involves identifying noun phrases and clustering 
those that refer to the same named entity (K. Chang, Samdani, & Dan Roth, 
2013). Despite the availability of various techniques, their performance at cor-
rectly identifying referents depends on the presence of structure or context, both 
of which are limited in Twitter and other social media. To improve coreference 
resolution methods, scientists have begun research in cross-document corefer-
ence resolution to identify if two mentions refer to the same concept (Upadhyay, 
Gupta, Christodoulopoulos, & Roth, 2016). Alvarez-Melis and Saveski (2016) 
have proposed an interesting approach to overcome the limited content issue by 
keeping track of the conversation on Twitter and aggregating the tweets replying 
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to the original tweets. Such an approach is likely to gather more tweets that meet 
the needs of NLP methods and generate more accurate results (Alvarez-Melis & 
Saveski, 2016).

Given the unique writing style and sentence structure of posts and messages 
on social media, scientists are actively developing new techniques to address such 
challenges, leading to steady progress in the advancement of NLP research on 
social media data. There are many collective efforts and conferences, such as the 
Workshop on Semantic Evaluation (SemEval), the Text Retrieval Conference 
(TREC) and the Workshop on Noisy User-generated Text (WNUT), which are 
dedicated to advance the state-of-the-art (to improve the performance) in text 
normalization, tokenization, named entity recognition, and other methods for 
Twitter and other media (Baldwin et al., 2015). In the realm of measuring social 
media data, NLP techniques can serve both the purpose of language identifica-
tion and the less attended problem of improving data quality. In the next section, 
we present other advanced NLP techniques (i.e., topic modeling for text mining, 
sentiment analyses, and spam detection), which can be incorporated to identify 
meaningful semantic features and improve data quality for further language iden-
tification and analysis.

Topics as Important Semantic Features

Topic modeling is widely used to cluster semantically similar words that fre-
quently co-occur in a collection, and each cluster refers to a topic, which corre-
sponds to a different distribution of words. Among the most popular methods for 
discovering topic models are Probabilistic Latent Semantic Indexing (PLSI) and 
Latent Dirichlet Allocation (LDA) (Blei, Ng, & Jordan, 2003; Hofmann, 1999). 
These topic models adopt hierarchical Bayesian networks that do not require 
labeled training data and are able to identify topics (i.e., latent semantic features) 
in an unsupervised fashion. LDA assumes that the documents contain a mixture 
of topics and that each topic includes a list of words based on their probability 
distribution. LDA attempts to figure out what topics emerge in a particular set 
of documents. It is a matrix factorization technique, and the corpus (a collection 
of documents) can be represented as a document-term matrix. The corpus has N 
documents D1, D2, . . . Dn and a vocabulary size of M words W1, W2 . . . Wm. 
We can apply the LDA model for converting such a document-term matrix into 
two lower dimensional matrices: M1 is a document-topics matrix with dimen-
sions (N, K) and M2 is a topic-terms matrix with dimensions (K, M), where N 
is the number of documents, K is the number of topics, and M is the vocabulary 
size. Although these two matrices provide the distributions of topic word and 
document topic, such distributions need further improvement by making use of 
sampling techniques. Therefore, LDA, for example with Gibbs sampling, iterates 
through each word for each document and tries to adjust the current topic-word 
assignment with a new assignment (Gilks, Richardson, & Spiegelhalter, 1996). 
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A steady state, or convergence point, is achieved with satisfactory distributions 
of the document topics and topic words after multiple iterations. The identified 
topic model captures topic proportions and assignments as well as the weights of 
each word in a specific topic in each document (i.e., the measurement unit).

Topic models can help to organize and offer insights about large collections of 
unstructured text messages. Consider an analysis of Facebook to identify popular 
topics. In this example, we used the Python package scikit-learn (other packages 
are also available, see https://pypi.python.org/pypi/lda for details). Furthermore, 
the topic modeling analysis can be performed in R and other computer languages 
based on available resources and familiarity with the programming environments. 
We first collected data and prepared the documents, that is using Facebook API 
to collect posts on the Society for Personality and Social Psychology (SPSP) 
Facebook page from November 10 to December 11 in 2016. As the SPSP page 
is a public page where subscribers can freely post messages, the sources of mes-
sages varied from mainstream news media sites to specific research-oriented out-
lets. The top five sources of messages include “The Wall Street Journal,” “The 
New York Times,” “The Atlantic,” “VOX,” and “Washington Post,” all traditional 
rather than academic media. Second, we used the Python package scikit-learn to 
remove all stop words (e.g., and, the, is, etc.) and then tokenized the corpus into 
bigrams (i.e., a sequence of two adjacent words). Next, we converted the bigrams 
into a document-term matrix using the built-in function of the package, created 
an object for the LDA model, and trained it on a document-term matrix. We set 
a few parameters as required in the training (see Appendix 10.1 for the sample 
codes). Finally, from the training corpus, we identified an LDA model that could 
be used to discover topic distributions of posts on other Facebook pages (i.e., new 
and unseen documents). Figure 10.3 shows first five topics with top-20 words 
(due to limited of space) that were identified in this example.

Identification of Sentiments

Social media has become a unique platform for individuals to express their opin-
ions and is a valuable source for researchers to examine attitudes in diverse areas. 
However, the size and the complexity of the social media data require the devel-
opment of automatic methods for organizing, analyzing, and extracting attitudes. 
The main objective of sentiment analysis is to identify attitudes (either positive or 
negative) in a corpus (i.e., a collection of documents, and each document is a unit 
of measurement). Sentiment analysis varies in scope, ranging from the document- 
and sentence-level to the aspect-levels. In the following paragraphs, the discussion 
focuses on the aspect-level analysis, which first extracts attributes (aspects) of the 
object and then identifies the sentiments of those attributes (Farhadloo & Rol-
land, 2013; Hu & Liu, 2004; Popescu & Etzioni, 2005; Su et al., 2008).

In recent years, different text mining techniques have flourished to extract attrib-
utes (i.e., attitudes) of the object. A group of researchers has proposed automatic 

https://pypi.python.org/pypi/lda
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methods, such as an aspect-based summarization model (Blair- goldensohn et al., 
2008) to discover attributes, whereas others have used (semi) automatic methods 
with the same goal. For example, Hu and Liu (2004) used association mining in 
a combination of pre-identified adjectives with known positive/negative orienta-
tions to identify frequent (vs. infrequent) attributes: i.e., how likely are people to 
talk about those aspects? Other researchers have proposed the use of clustering 
to extract attributes in a hierarchical manner (Gamon et al., 2005) and the use of 
nouns to improve the clustering results for attributes identification (Farhadloo & 
Rolland, 2013).

In the process of identifying sentiments, researchers have mainly used a 
close-vocabulary approach to reveal the polarity of opinions of text fragments 
(Andreevskaia & Bergler, 2006; Esuli & Sebastiani, 2006; Hu & Liu, 2004; Suba-
sic & Huettner, 2001; Wiebe, 2000). The close-vocabulary approach involves the 
use of a list of words (pre-identified terms) as a priori to examine the sentiment, 
and the presence of such words determines the sentiment polarity. The use of 
dictionaries words/terms is not limited to supervised learning but is also found in 
unsupervised learning. Turney (2002) has introduced an unsupervised technique 
that examines the number of occurrence and co-occurrences between two pre-
identified terms and words found via the web search engine. For example, a term 
that frequently appears with the term “excellent” (a pre-identified positive term) 
is considered as positive whereas another term that often appears with the term 
“poor” (a pre-identified negative term) is considered as negative. Whereas a group 
of researchers identifies the sentiments by measuring the frequencies of specific 
words/terms (i.e., a regression problem), other researchers consider the sentiment 
identification as a classification problem (i.e., the presence/absence of features). 
Different classification techniques have been introduced to identify sentiments 
(Gamon et al., 2005; Lakkaraju, Bhattacharyya, Bhattacharya, & Merugu, 2011; 
Moghaddam & Ester, 2012; Pang, Lee, & Vaithyanathan, 2002), and the reliability 
of these techniques depends on the quality of the features revealed in the process. 
Hence, recent work has attempted to develop new computing techniques and 
algorithms, such as a score representation of positivity, negativity, and neutrality 
as new features (Farhadloo & Rolland, 2013), and a hierarchical deep learning 
framework (Lakkaraju, Socher, & Manning, 2014).

In addition to the close-vocabulary approach, a topic modeling, which attempts 
to identify attributes and sentiments simultaneously, is also frequently adopted for 
the analysis of sentiments. Topic modeling uses probabilistic methods to discover 
aspects and their associated sentiments at the same time. Topic modeling algo-
rithms can distinguish between attribute-topics and sentiment-topics and deter-
mine the probability distribution of each term within a particular topic. One of 
the main advantages of such topic models as hierarchical Bayesian networks is 
that they do not require labeled training data and find the topics by analysis of 
the original collection of documents. As explained in the previous section, Latent 
Dirichlet Allocation (LDA) assumes the presence of a mixture of topics in each 
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document (Blei et al., 2003). In the case of sentiment analysis, when individuals 
talk about an attribute of an object, they are likely to use different terms. Like-
wise, individuals tend to use various terms to indicate a particular sentiment of 
that attribute. For instance, “excellent,” “fabulous,” and “extraordinary” are used 
to suggest a higher level of positive sentiments among individuals. Therefore, each 
sentiment-level can be considered a topic in topic modeling (see Brody, 2010; 
Farhadloo, Patterson, & Rolland, 2016 for further details).

Detection of Spam

Detecting spam within social media is a classic problem and is useful in many 
areas, including consumer, health, political, and social psychology. Although email 
spam is relatively easy to identify using unigrams or bigrams as input features 
for machine learning models, spam in social networks can take different forms 
(e.g., advertising spam, opinion spam, and deceptive opinion spam) and is there-
fore challenging. In the context of reviews, messages that do not include any 
opinions, but instead market products/services, are considered as advertising spam 
or duplicate spam. The detection of this type of spam is relatively easy ( Jindal & 
Liu, 2008). Deceptive opinion spam is defined as “fictitious opinions that have 
been deliberately written to sound authentic” (Ott, Choi, Cardie, & Hancock, 
2011). Some companies hire large numbers of users to post fake, and sometimes 
malicious, reviews or posts (Wang, Wang, Zhai, & Han, 2011). The detection of 
this type of spam is more challenging and requires data-driven models to pinpoint 
anomalous user behaviors (Lim, Nguyen, Jindal, Liu, & Lauw, 2010).

To detect opinion spam in the text, available methods include obtaining basic 
semantics features (e.g., n-grams) and identifying advanced semantic features 
(e.g., topics model). Character-level n-grams can be developed to effectively 
deal with the mistakes, typos, and errors in spelling that are quite common in 
social media but difficult to detect. Previous research has shown that using these 
 character-level n-grams as features can improve the classification of news arti-
cles (Cavnar, Trenkle, & Mi, 1994). Others have demonstrated an 80% accuracy 
by using unigrams as simple features to identify individuals’ race and ethnicity 
(Mohammady & Culotta, 2014).

In the area of detecting opinion spam, Ott et al. (2011) found that n-gram 
based text categorization best identified the opinion spam whereas a combined 
classifier with both n-grams and psycholinguistic deception features, i.e., terms 
obtained from the Linguistic Inquiry and Word Count (LIWC; Pennebaker, 
Booth, & Francis, 2007) performed only slightly better than the former method. 
Furthermore, n-grams are used within language models for spam detection. Lan-
guage models are probability distributions over units, where units can be anything 
from words, phrases, n-grams, or characters. In categorization tasks including 
text classification, a common method is to develop a language model for each 
category. For example, messages may be labeled as spam or ham (not spam) by 
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developing a spam language model and a ham language model. A product review 
may then be analyzed to determine the probability that it was generated from the 
spam or the ham language model (Sun, Morales, & Yan, 2013). This approach for 
using language models assumes that the text in the different categories uses the 
same words or phrases (“click,” “here,” “online,” “cheap,” etc.) or shares features 
that can be classified with appropriate models. This line of work has achieved 
successful spam detection, with a nearly 90% accuracy in spam detection (Ott 
et al., 2011). Nonetheless, recent research has found that a devious adversary can 
synthesize faked reviews by using similar data-driven methods (Sun et al., 2013; 
Tran, Hornbeck, Ha-Thuc, Cremer, & Srinivasan, 2011).

More sophisticated methods such as topic modeling may be more successful 
in detecting content because no specific words are predetermined in the process. 
As explained above, a topic model includes a number of topics in which each 
topic corresponds to a different distribution of words. Therefore, it is widely 
used to infer latent variables of words that frequently co-occur in a collection. 
Topic models have been applied to a host of problems, including TopicSpam, a 
topic modeling approach to identify deceptive opinion spam (Li, Cardie, & Li, 
2013). However, topic modeling assumes a bag-of-word (BOW) representation 
that disregards the word order in the text and requires a sizable corpus to discover 
meaningful and interpretable topics (for alternate methods, see J. Chang, Gerrish, 
Wang, & Blei, 2009).

Using Social Media to Obtain Inferences

Predictive and Explanatory Models

An emerging field has used social media data to investigate public health chal-
lenges such as influenza infections and sexually transmitted infections, including 
HIV, chlamydia, and gonorrhea (Chan et al., 2018; Ireland et al., 2015; Young, 
Rivers, & Lewis, 2014). These studies have either developed a predictive model 
or an explanatory model. A predictive model is often bottom-up, open vocabu-
lary without predetermined features, whereas an explanatory model is often top-
down or closed-vocabulary with pre-established dictionaries of terms/phrases 
(Pennebaker, Mehl, & Niederhoffer, 2003). However, previous research has dem-
onstrated the use of a closed-vocabulary approach for predicting influenza out-
breaks (Santos & Matos, 2014; Signorini et al., 2011) and investigating links with 
HIV prevalence (Ireland, Schwartz et al., 2015; Young, Rivers, & Lewis, 2014). 
Potential challenges of closed-vocabulary methods include people’s reluctance 
to discuss stigmatized conditions (e.g., HIV) or behaviors (e.g., drug use) online. 
Another limitation is that social media communications are informal and con-
stantly evolving as a function of users’ needs, culture, and idiosyncrasies (Gouws, 
Metzler, Cai, Hovy, & Rey, 2011).
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An open-vocabulary approach can be used for prediction and explanation. 
Two major available methods differ in the degree to which they use predeter-
mined terms to limit the collection of tweets: (a) a partial method, that is, includ-
ing only tweets with pre-established dictionaries of terms/words, and (b) a full 
method, that is, including tweets without filtering by dictionaries. The partial 
method is likely to obtain more interpretable (explanatory) latent factors, whereas 
the later one can identify predictive factors relevant to users’ needs, culture, and 
idiosyncrasy. As each method has its strengths and weaknesses, a mixed method 
is optimal for maximizing the predictability while improving the interpretability 
of latent factors that are identified on Twitter. For example, we used a Twit-
ter application program interface (API; Garden Hose) to obtain about 10% ran-
dom sample of all tweets in 2009–2010 and a Twitter streaming API to obtain 
approximately 1% of its publicly available stream in 2011–2012. We used the time 
metadata to exclude tweets not originating from U.S. time zones, and combined 
users’ profile location with each tweet’s precise coordinates to map tweets to U.S. 
counties. At the same time, we obtained the available county-level data on HIV 
prevalence and new diagnoses from the Centers for Disease Control and Preven-
tion and AIDSVu (http://aidsvu.org/).

We first carried out an extensive search of research articles, news reports, as 
well as public health and slang dictionaries to identify a list of relevant terms 
and phrases of HIV and sexually transmitted infections (STIs). We identified 15 
sources from various research teams in psychology and language processing, and 
together with the public health experts from the Health and Social Media Group 
at the University of Illinois at Urbana-Champaign, we devised nine categories 
that are related to HIV/STIs, including (a) HIV including treatment, (b) HIV 
and STI prevention, (c) drugs and alcohol, (d) other STIs, (e) sex, (f ) men who 
have sex with men, (g) full-service sex work, (h) sexual violence and abuse, and 
(i) runaway youth. We collected words and phrases for these categories by incor-
porating prior dictionaries about sex and risky behaviors (Ireland et al., 2015), by 
using topic-specific glossaries (e.g., Drugs.com, 2013: HIV prevention measures), 
and by referring to slang databases (e.g., Urban Dictionary). The dictionaries 
contain 510 words.

Analytical Procedures and Results

Three methods of the open-vocabulary approach were assessed, and the major 
difference among these methods is the way for which tweets are prepared. For 
the partial method, we used the pre-established HIV/STIs dictionaries to filter 
out tweets that did not include one of the terms/words. For the full method, we 
included all tweets into the analyses. For the mixed method, we used the word 
embedding techniques to develop a lexicon of HIV and then included the lexicon 
as a prior in the machine learning model. Altogether, we had three sets of tweets, 

http://aidsvu.org/
http://Drugs.com
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and each was converted into a matrix of the token count. We then used the 
Latent Dirichlet Allocation (LDA) (Blei et al., 2003) to identify a model and to 
automatically discover topics (i.e., latent factors) in a collection of documents. We 
examined the distributions over words in each document and identified two hun-
dred topics, then using the extremely randomized tree regressor method (Geurts, 
Ernst, & Wehenkel, 2006) to rank topics that associated with the new HIV diag-
noses rates. We learned three topic models and evaluated the performance of each 
model by obtaining the topics probabilities of the 2012 tweets based on the word 
distributions and using the topic coefficients to compute the predicted 2012 new 
HIV diagnoses rate for each county. We then correlated the predicted 2012 HIV 
rates with the observed ones reported by the CDC to compare the performance.

Table 10.4 presents two model-fit indicators of models for three methods. 
By definition, a model with more predictive latent factors should yield a higher 
correlation and a lower mean squared error with the observed outcomes than 
the other models. As shown in Table 10.4, the proposed mixed method had the 
highest correlation coefficient and the lowest mean squared error among three 
methods. The results of different ethnicity representations were consistent with 
each other, indicating that the mixed method is likely to identify factors that 
explain the largest amount of variance in HIV prevalence rates. Apart from the 
numeric indicators, we also compared topics that were identified by different 
methods. The top three topics were selected from areas with higher and lower 
ethnic-minority representation. In general, the partial method identified latent 
factors with more words/terms about sex and drugs compared to other methods 
and revealed both norms about specific risk behaviors and general risk-taking 
notions. The partial method is likely more appropriate for detecting the presence 
of specific risk behaviors whereas the full and mixed methods are likely important 
for researchers to identify broader norms or perceptions linking to HIV risks in 
the communities.

TABLE 10.4  Results of Model-Fit Analyses Among Three Methods of the Open-
Vocabulary Approach

Models df Partial Methodc Full Methodd Mixed Methode

r MSE r MSE r MSE

Ethnicity representation 1a 2,596 .37*** 0.95 .41*** 0.83 .47*** 0.76
Ethnicity representation 2b 2,768 .29*** 0.94 .46*** 0.78 .51*** 0.72

Note: a = percentages of black population; b = percentages of white population; c = model-fit analyses 
based on tweets with filtering; d = model-fit analyses based on tweets without filtering; e = model-fit 
analyses based on including the HIV lexicon as prior; df = degree of freedom; r = correlation coef-
ficients; MSE = mean squared errors.

*** < .001.
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Ongoing Challenges and Concluding Notes

As a whole, social media data characterize of high spatial resolution (i.e., with 
an extensive coverage of geographical areas), the location information of indi-
vidual users and of their contents becomes an important non-semantic feature for 
researchers to address questions of differences in areas (Achrekar, Gandhe, Lazarus, 
Yu, & Liu, 2011; Adomavicius & Tuzhilin, 2015; Kalampokis, Tambouris, & 
Tarabanis, 2013; Mohammady & Culotta, 2014). For example, Mohammady and 
Culotta (2014) developed a model to predict each Twitter user’s ethnicity/race 
based on the ethnicity/race makeup of tweets that clustered by county. Recent 
work has also combined geo-mapping techniques with the analysis of social 
media data to detect terrorism and predict presidential elections (Cody, Reagan, 
Dodds, & Danforth, 2016; Cohen, Johansson, Kaati, & Mork, 2014). Although 
location identification is a key, the geo-mapping/geo-tagging of social media data 
at the user- and message-levels is far from simple (Eisenstein, O’Connor, Smith, & 
Xing, 2010; Han, Cook, & Baldwin, 2014). Given the growing concern with 
online privacy and cyberstalking (A. L. Young & Quan-Haase, 2009), less than 
2% of social media users enable the GPS functionality (Ireland, Schwartz et al., 
2015), and about 26% American teenagers fake their online information, includ-
ing name, age, or location (Madden et al., 2013).

The limitation and sparseness of location information on social media have 
become a driving force in geo-mapping research, and different methods have 
been proposed to identify users locations (Cheng et al., 2010; Eisenstein et al., 
2010; Schwartz, Eichstaedt, Kern, Dziurzynski, Agrawal et al., 2013). Schwartz 
et al. (2013) have proposed a rule-based mapping method, which uses information 
about the location and coordinates available in the metadata to map each post/
message to a county. This method relies on either the coordinates information 
attached to a tweet/Facebook post (latitude, longitude) or the free-response loca-
tion information in the users’ profile on social media. As reported in recent stud-
ies, about 15%–20% of tweets could be mapped to U.S. counties. The percentage 
depends on the selection/inclusion criteria of tweets (Chan et al., 2018; Eichstaed 
et al., 2015; Ireland et al., 2016) Another group of scientists has suggested text-
based geo-mapping that uses users’ time zones, the number of followers/friends, 
and/or text messages for location prediction (Cheng et al., 2010; Eisenstein et al., 
2010; Roller, Speriosu, Rallapalli, Wing, & Baldridge, 2012). Previous studies have 
demonstrated that text messages alone with neural network models can predict 
users’ locations, from fine-grained coordinates to regions such as states (Cha, 
Gwon, & Kung, 2015; Han et al., 2014; Liu & Inkpen, 2015). The state-of-the-art 
performance is about 42% accuracy for the states prediction (Cha et al., 2015) 
and 50% for coordinate prediction, with a tolerance of about 161 km (Wing & 
Baldridge, 2014). The performance of such text-based geo-mapping techniques is 
subject to several factors, including the choice of activation functions, the number 
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of neurons per layer, initialization and regularization affects performance on pre-
dicting the actual geographical user coordinates, and classifying users per state or 
region (Morales et al., n.d.). Further work is required until this line of research can 
be used for “neural geotagging.”

Another challenge with language identification of social media data is code-
switching, which is the interchanging of different words in different languages in 
text messages. Recent work has used neural networks models, a popular classifier 
which automatically creates higher order representations of the input features for 
language identification ( J. C. Chang & Lin, 2014). The code-switching makes it 
particularly challenging for tasks such as sentiment analysis, which typically assumes 
a single language and narrative (Vilares, Alonso, & Gómez-Rodrıguez, 2016).

Social media is a unique data source that is worth exploring. Researchers 
can analyze a wide range of social media data, from demographic information, 
personal attributes, and location information, to various forms of messages, to 
determine characteristics of populations, investigate beliefs and attitudes, and ulti-
mately understand behaviors. The widespread use of social media renders social 
media analysis more generalizable than results produced through conventional 
self-report methods with convenience samples. Furthermore, individuals and 
populations that are inherently difficult to reach due to lack of representation in 
academic settings may be more easily studied through social media analysis. The 
power and reach of social media analysis makes it a staunch ally to the contempo-
rary researchers in social psychology and its allied sciences.



Sample python codes of the topic modeling analysis:

### Import packages
from glob import glob
from sklearn.feature_extraction.text import 
CountVectorizer
from sklearn.decomposition import 
LatentDirichletAllocation
from nltk.corpus import stopwords
###	Get	the	social	media	data	file
text_data = glob(‘facebook_data/*.txt’)
### Convert the data into bigrams and remove stopwords
cv	=	CountVectorizer(input=‘filename’,	ngram_range=(2,	
2), stop_words=stopwords.words(‘english’))
### Transform the vocabularies into a matrix
X	=	cv.fit_transform(text_data)
### Performe the LDA topic modeling
lda = LatentDirichletAllocation(n_topics=15, max_
iter=100, random_state=42)
model	=	lda.fit_transform(X)
### Create a function to print out the outputs
def print_top_words(model, feature_names, n_top_words):
for topic_idx, topic in enumerate(model.components_):
print(“Topic #%d:” % topic_idx, “, 
“.join([feature_names[i]

APPENDIX 10.1
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for i in topic.argsort()[:-n_top_words—1:-1]]))
print()
###	Print	the	topics	with	the	first	20	words
feature_names = cv.get_feature_names()
print_top_words(lda, feature_names, 20)
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