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TEXTUAL ANALYSIS

Cindy K. Chung and James W. Pennebaker

Introduction

Language is a defining feature of human culture. Although social scientists have 
long agreed about the profound nature of language, they have been reticent to 
study it. And there is good reason: it is exceedingly difficult to record, amass, 
extract, and to code or decode what people are saying. Only recently have social 
scientists made giant strides in measuring and analyzing the words people use 
in their everyday lives. Twenty-first-century technological advances have given 
birth to computer-mediated communication (CMC), which has made our lives 
considerably easier. For the first time in history, we have the tools to track human 
interaction through the spoken and written word quickly and efficiently, and at a 
scale that was unimaginable even a decade ago.

CMC is providing social psychologists with new questions to answer about 
micro-interactions, emotional tone, group dynamics, and cultural shifts that may 
change in seconds or centuries. The analysis of CMC and other types of language 
offers a means to understand how we are influenced by the actual, implied, or 
imagined presence of others. We can now analyze millions of books and manu-
scripts dating back centuries. We can also quickly track societal changes in think-
ing and communication through the analysis of language in Snapchat, Facebook, 
Tinder, or one of hundreds of new apps that appear each year both within and 
across cultures.

Even the term “CMC” seems rather antiquated. Most communication now 
occurs over some type of digitally connected device, with hand-written letters 
considered a dying art, an unscheduled phone call too obtrusive, and commit-
ments that don’t really exist unless by email or SMS confirmation. The majority 
of humans in developed countries own a personal smartphone for text messaging, 
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manage several cluttered email inboxes with thousands of unread messages, and 
are similarly guilty for having an ever-growing email outbox. It is customary for 
individuals who have never met or spoken in person to interact long term daily 
and digitally. For example, these might be primary work collaborators, online 
acquaintances explicitly looking for love, 20 hours per week video game allies, 
opposing lawsuit parties, devoted customer and merchant, or daily content makers 
and subscribers.

Communication, and by extension, social interactions, have changed. Although 
the medium has changed—as have the tools to record, amass, extract, code or 
decode, and to assess their meaning or style—the words, especially those that are 
most revealing of social dynamics, have largely stayed the same.

Content vs. Function Words

A helpful way to look at measuring language in social psychology is to consider 
two broad categories: content words and function words (see Pennebaker, 2011). 
Content words are made up of nouns, regular verbs, adjectives, and adverbs. Con-
tent words tell us what people are thinking about. Function words are made 
up articles, auxiliary verbs, conjunctions, negations, pronouns, and prepositions. 
Function words tell us how people are thinking and connecting with others.

Both categories of words are revealing of our thoughts, feelings, and behaviors, 
with function words being more reliable markers of psychological states and social 
dynamics across topics (Chung & Pennebaker, 2007; Mehl, 2006; Pennebaker, 
Mehl, & Niederhoffer, 2003), which are typically represented by content words. 
For example, the topic of the statement

My Facebook post had a lot of comments.

is gleaned from the words “Facebook,” “post,” and “comments.”
How someone is thinking about the topic is understood from “My,” “had,” 

and “a lot of.” Specifically, “My” represents self-focus: a personal share or own-
ership of the topic. Had the speaker used “The” instead of “My,” the Facebook 
post could’ve been written by anyone, including a more personally distanced 
way of referring to the speaker’s own Facebook post. “Had” represents past-tense 
focus. Together, “my” and “had” assume a shared reference between the speaker 
and the audience as to which of the speaker’s past Facebook posts the speaker is 
referencing.

“A lot of ” represents some comparison to a quantity which is unknown unless 
the speaker and audience have a shared reference point to how many comments 
represent a relatively large quantity. Had the speaker used “a lot of ” knowing 
that both the speaker and audience thinks that say, over 50 comments is a large 
quantity, but the speaker had in fact received 2 comments, this statement might 
be viewed as sarcastic or funny as opposed to a casual and intentionally accurate 
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statement about the large (i.e., over 50) quantity of comments. Had the speaker 
used “a lot of ” thinking that the audience was interested in frequent reports on 
the number of comments received on each of the speaker’s Facebook posts, but 
the audience was, in fact, not interested in said reports, this statement might be 
viewed as annoying or gratuitously boastful.

Note that it is not very interesting to think about the meaning of each word 
as in the laborious example above. (Note also, that linguists may disagree.) How-
ever, a few takeaways from the exercise are that (a) speakers and listeners pro-
cess function words automatically without going through the steps above. (b) 
Function words are inherently social, drawing on shared references between a 
speaker or writer and their audience to use and to understand. (c) Different psy-
chological states and social dynamics are associated with different categories of 
function word use. (d) Function words make up over 50% of the words we use in 
our everyday speech and writing. Together, these make function words excellent 
observable behaviors to understand how individuals are influenced by the actual, 
implied, or imagined presence of others. In other words, function words are the 
stuff of social psychologists’ dreams.

Linguistic Inquiry and Word Count (LIWC)

Admittedly, most social psychologists don’t, in fact, dream about function words as 
gateways into the inner workings of social dynamics. It is understandable why this 
may be the case. As mentioned in the introduction, language has not always been 
easy to record, amass, extract, code or decode, and to assess its meaning or style. 
However, several innovations have made the analysis of function words much 
more accessible to social psychologists. The primary tool that turned widespread 
attention in social psychology to function words was the advent of Linguistic 
Inquiry and Word Count (LIWC 2001; Pennebaker, Francis, & Booth, 2001). 
LIWC, pronounced “Luke,” is a software made up of a processor and a dictionary. 
The processor counts words in the category entries listed in the dictionary, and 
reports on the percentage of words in each text file that represents each diction-
ary category.

The standard LIWC dictionary is made up of over 80 categories, including 
function word categories (e.g., articles, negations, pronouns, etc.), and content 
word categories (e.g., positive and negative emotion words, cognitive mechanisms, 
social words, biological words, achievement, religion, etc.). Each of the words in 
the standard LIWC dictionary having been judged by four judges, and agreed on 
by at least three of those judges, as belonging to its category. It is possible to have 
the processor count words in custom dictionaries: this function makes it possible 
for users to create their own “dictionary,” made up of words of their choosing in 
categories of their choosing.

LIWC is relatively easier to use than other natural language processing (NLP) 
techniques as LIWC is a cross-platform application, and no programming is 
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required. We refer the reader to the LIWC website (www.liwc.net) for a manual 
on its use but provide a brief overview here. For any given project, a corpus (a 
body of text files) is collected into a folder, where each text file in the corpus rep-
resents an observation (i.e. all the typed or transcribed words of an individual, or, a 
single message from an individual). Each text file should have a minimum number 
of words specified by the researcher. Note that LIWC reports on the percentages 
of words, and so a minimum cutoff around 100 words may seem reasonable for 
many studies, although there may be reasons to decrease this cutoff, and there are 
no hard and fast rules on what should be the minimum cutoff. In short, more 
words are associated with greater reliability.

Within LIWC, the first step is to identify the location of the text files to 
process. The default dictionary is referenced by default, although, as previously 
mentioned, it is possible to have LIWC point to a custom dictionary. Once the 
files are selected, LIWC automatically processes all files, counting the percentage 
of words in each category of the LIWC dictionary for each text file.

The LIWC output, which is a matrix of text files in rows, LIWC categories 
in columns, and percentages of use in each cell, is saved as an output file in TXT, 
CSV, or Excel format. This output file can be opened with any statistical package 
to conduct analyses on the relative rates of word use by different groups of text 
files. Accordingly, it is essential to design an empirical study with statistical tests 
that will answer one’s research questions in advance of preparing the text files, 
just as any survey or observational study would format data collection to have 
observations in rows, measurements in columns, and values in cells. The statistical 
analyses to be conducted are entirely dependent on the research questions posed. 
Ultimately, having a large collection of words is not enough; having an appropri-
ate understanding of experimental design and a statistical analytic strategy, just as 
in any empirical social psychological assessment, are required.

Several updates, including the product’s commercialization, have been made to 
both the processor (Pennebaker, Booth, & Francis, 2007) and the standard LIWC 
dictionary in 2007 Pennebaker, Chung, Ireland, Gonzales, & Booth, 2007) and in 
2015 (Pennebaker, Booth, Boyd, & Francis, 2015). The current 2015 processor has 
the ability to process text in various file formats such as .xlsx, .csv, .pdf, and others, 
beyond plain ASCII text files. Currently, the standard LIWC dictionary (from both 
earlier and the current versions) has been translated into Arabic, Chinese, Dutch, 
French, German, Korean, Russian, Spanish, and Turkish (see www.liwc.net), with 
several other languages under development. The latest standard LIWC diction-
ary in English includes several super categories (e.g., analytic thinking, authentic-
ity, etc.) which are constructs derived from LIWC categories and based on past 
research that has used LIWC (Pennebaker, Boyd, Jordan, & Blackburn, 2015).

Note that there are a myriad of other theoretically based computerized word 
counting programs, including The General Inquirer for psychological topics 
(Stone, Dunphy, Smith, & Ogilvie, 1966), DICTION for political texts (Hart & 
Carrol, 2014), and TAS/C for psychotherapeutic transcripts (Mergenthaler, 1996; 
Mergenthaler & Bucci, 1999). There are also an increasing number of text analysis 

http://www.liwc.net
http://www.liwc.net
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methods from the broader field of NLP that can be used to measure words. There 
are an overwhelming number of text analysis program to list. So, in order to avoid 
overwhelming a beginner to text analysis, we provide a table below on just a few 
of the popular, well-maintained, and simplest tools for which no programming is 
required. These tools can easily be used by social scientists to begin to incorporate 
some text analysis in their multi-methods toolkits.

Many of these text analytic software packages count and categorize words; 
they are measurement tools. However, to gain descriptive and inferential insight 
into what those words signal, descriptive and inferential statistics must be applied 
in a subsequent step, in a statistical software package.

Tool Purpose Reference

Linguistic 
Inquiry and 
Word Count 
(LIWC)

To derive a matrix of words that indicates 
the percentages of words in a text 
belonging to validated categories 
(grammatical, psychological, content); 
custom dictionaries can be uploaded 
to assess a corpus for specific words; 
comparisons in word use across and 
between groups can be conducted when 
the matrix is uploaded to a statistical 
software package.

www.liwc.net

Meaning 
Extraction 
Method 
(MEH)

To derive a matrix of terms that indicates 
the percentages of words in a text 
belonging to the most frequently 
referenced terms in a corpus; facilitates 
the Meaning Extraction Method 
(MEM; Chung & Pennebaker (2008); a 
method to inductively derive topics in a 
corpus) when the matrix is uploaded to 
a statistical software package.

http://meh.ryanb.cc

QDA Miner 
Provalis

To conduct frequency and percentage 
counts of words in a corpus that are 
not necessarily dictionary driven; some 
descriptives and basic topic modeling 
capabilities for descriptive purposes.

https://provalisresearch.
com

WordSmith To conduct frequency and percentage 
counts of words in a corpus that are not 
necessarily dictionary driven, but more 
descriptive of a text; co-occurrences of 
words can also be assessed.

http://lexically.net

Coh-Metrix To assess over a hundred features of text 
using a variety of statistically derived 
indices, including cohesion, and 
readability.

www.cohmetrix.com

TABLE 7.1 Examples of  Text Analysis Software

http://www.liwc.net
http://meh.ryanb.cc
https://provalisresearch.com
https://provalisresearch.com
http://lexically.net
http://www.cohmetrix.com
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In the case of LIWC, recall that one of the requirements for the inclusion of 
words in the LIWC dictionary was that judges agreed that a word belonged in 
a category. Since function words are widely agreed upon fixed lists, these were 
added to the standard LIWC dictionary. It wasn’t until after using LIWC for a 
wide variety of studies that function words were often found to be more reliable 
markers of psychological state than content words (Pennebaker, 2011). With word 
counting as a basic foundation of quantitative text analysis across many disciplines 
(see O’Connor, Banman, & Smith, 2011), a growing complexity of statistical tech-
niques have been applied to word counts including the output of LIWC’s catego-
ries to derive new insights into human behaviors.

Note that there is software to crawl the web, process text, and compute com-
plex statistical procedures on the text, such as TACIT (e.g., Deghani et al., 2016). 
However, for the text analysis beginner, starting with simple word counts, and 
applying familiar statistical techniques typically used in social psychological stud-
ies might ease the understanding of text analysis as a tool in one’s larger social 
science toolkit.

In the next section, we provide an overview of the studies that have used 
LIWC or other text analysis approaches to examine social psychological research 
questions. Then, we review the growth of text analysis across disciplines. Finally, 
we touch on some of the issues that the future of text analysis applications in 
social psychology faces, and future directions.

Social Psychological Applications

LIWC and other quantitative text analytic tools and strategies have been applied 
across a variety of topic areas within social psychology, including the assessment 
of status, romantic relationships, health, persuasion, forensics, and culture. As with 
any other measure in psychology, language should be assessed for its reliability and 
validity as a measure for any given construct. In addition, as with any other measure 
in psychology, one must consider the degree to which language is studied under 
naturalistic conditions, is appropriately powered, and has been investigated with 
multiple methods. The resources—including platforms, tools, applications, and sta-
tistical techniques—to study language are growing. Hand in hand with these tech-
nical resources, and our theoretical knowledge and empirical literature on human 
behaviors, social psychologists are able to make more reliable, generalizable, or 
nuanced statements, as well as new insights about individuals, groups, and culture.

Below, we provide an overview of select areas in which quantitative text analy-
ses have been applied to social psychological research questions. For a review 
of quantitative text analysis of personality research questions, please see Chung 
and Pennebaker (forthcoming); Ireland and Mehl (2014).) Although we draw on 
research using other quantitative text analysis tools, we place a strong focus on the 
applications of LIWC, because it is the tool with which we are most familiar, and 
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because it is the most widely applied quantitative text analysis tool in the social 
sciences.

Status

It’s interesting to watch two strangers interacting from a distance. Even though 
one may not be able to hear what they are saying, it is possible to get a sense of 
their emotional states, how well they know one another, and which one is more 
in control of the relationship. Interestingly, the analysis of function words can 
reveal some of these same dynamics. Whatever the context, people’s thoughts, 
feelings, and behaviors tend to systematically change in response to different situ-
ations. With quantitative text analysis, we can find clues to their thoughts, feelings, 
and behaviors about each other in the language they use.

These discoveries have been facilitated by records of language between inter-
actants in real-time (e.g., text messages, social media posts and comments, closed 
captioning and advances in transcriptions, etc.). Language clues are apparent in 
both the content of speech but also in pronouns and other function words. Spe-
cifically, the topic of conversation may reflect the type of relationship one has 
with another person. For example, words relating to work collaborations may 
include “analysis,” “deadlines,” “document,” “funding,” “presentation,” “report,” 
and “review.” These content words are likely to appear in professional discussions 
and relatively unlikely to bubble up in a heated romantic encounter.

How interactants are speaking with one another via function words provides a 
different view into relationships that can be relatively independent from the topic. 
For example, higher status individuals tend to use more “we,” while lower status 
individuals use more “I” (Kacewicz, Pennebaker, Davis, Jeon, & Graesser, 2013). 
Using LIWC, this status differential has been observed across various types of rela-
tionships, including in military documents (Hancock et al., 2010), terrorist group 
member statements and interviews (Pennebaker & Chung, 2008), U.S. President 
Richard Nixon’s Watergate tapes (Chung & Pennebaker, 2007), quarterly earn-
ings transcripts of incoming and outgoing CEOs (Kacewicz, 2013), and even 
between IMs of randomly paired, unacquainted college students asked to talk or 
message one another (Kacewicz et al., 2013).

Kacewicz et al. found reliable language markers of status across five studies. 
They also found reliable effects for higher word count and more second person 
pronouns by higher status interactants. Effect sizes for language as markers of per-
sonality traits such as the Big Five and the Dark Triad typically tend to be lower 
(for a review of language markers of personality, please see Chung & Pennebaker, 
forthcoming; Ireland & Mehl, 2014), while effects for demographics such as age, 
gender, and status tend to be much stronger (for a review, see Tausczik & Penne-
baker, 2010). Sir Francis Galton hypothesized why this might be so in his Lexical 
Hypothesis of Personality (1884).
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The Lexical Hypothesis

According to the Lexical Hypothesis of Personality (see also Goldberg, 1993):

Postulate 1: Traits that are important to our lives will be encoded in language.
Postulate 2: The most important traits are likely to be represented as a single 

word in language.

If we were to extend Galton’s Hypothesis beyond personality to social dynam-
ics, we might expect a Lexical Hypothesis of Social Life:

Postulate 1: Dynamics that are important to our social lives will be encoded 
in language

Postulate 2: The most important dynamics to attend to in our social lives are 
likely to be represented as a single word in language.

Postulate 3: The most important dynamics to attend to in our social lives are 
likely to be represented as the shortest, quickest-to-utter words in language.

The last postulate refers to function words, which tend to have a shorter num-
ber of letters than most words in our vernacular. In an interaction, function words 
quickly distinguish whom we should treat as the holder of power, resources, and 
tribal knowledge; whom we should attract as potential mates or hunting buddies; 
how far we should pitch our camp from them; how fast we should run from them 
if necessary. Even sighs and fillers, which aren’t typically considered as full words 
in conversations, but transcribed in a few letters, can be indicative of well-being 
(Robbins et al., 2011) and demographics (Laserna, Seih, & Pennebaker, 2014).

Luckily, for many of us living thousands of years from the inception of for-
mal language, function words are processed automatically in our frontal lobes, 
and so are read and spoken automatically. It is possible to infer these relationship 
attributes from the ways that people speak or write to each other, even when we 
ourselves are not a part of the conversation. If it’s not obvious upon regular human 
observation, fear not, there are computerized text analysis tools such as LIWC to 
help decode relationships by examining pronoun use.

Relationship Dynamics

Given the intimate links between function words and social behaviors, it is not 
surprising that some of the most powerful and mysterious social psychological 
phenomena can be studied by looking at the ways people talk. In recent years, 
the computerized analysis of language has revealed new insights into our thinking 
about romantic attraction, persuasion, and emotional contagion.

We all have an intuitive sense when an interaction goes well or “clicks.” We 
feel that we understand the other person and can practically finish each other’s 
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sentences. These close connections are sometimes common among old friend-
ships and, on other occasions, appear out of nowhere between two strangers. In 
recent years, several studies have analyzed the language of a wide range of social 
interactions and have identified the quality of people’s relationships and, as men-
tioned above, their relative status. Some studies have examined how the words in 
a speed-dating interaction may be predictive of going out on a subsequent date 
(Ireland et al., 2011; Ranganath, Jurafsky, & McFarland, 2009), or staying in a rela-
tionship (Slatcher & Pennebaker, 2006).

A measure of how two people are using function word categories at the same 
rates, or are mirroring one another in their non-conscious word use is more 
predictive of mutual attraction than is a measure of how two people use con-
tent word categories at the same rates (Ireland & Pennebaker, 2010). This meas-
ure has been termed language style matching (LSM). Higher LSM and greater 
positive emotion word use in relationships are seen in longer lasting relationships 
(Slatcher & Pennebaker, 2006).

What is fascinating about this simple measure of LSM is that it is not only 
telling of relationship longevity, but it signals coordination on a much larger scale. 
LSM has been found to be higher in Wikipedia discussions for articles that have 
higher ratings (Pennebaker, 2011). That is, Wikipedia articles were judged to be 
better if editors communicated similarly. The degree to which community mem-
bers use function words similarly has also been found to be higher in Craigslist 
ads for mid-sized cities with a gini coefficient that indicates that wealth is more 
evenly distributed (Pennebaker, 2011). These studies suggest that function word 
analyses or LSM can be used as a remote sensor of a dyad or group’s internal 
dynamics.

Persuasion

LSM also plays an important role in the social dynamics of persuasion. Matching 
with an opponent’s language style in a political debate has been shown to influ-
ence viewers who are watching the debate. In a study of U.S. presidential debates, 
Romero et al. (2015) found that candidates who matched to the style of their 
opponent fared better in the election polls, presumably because it demonstrates 
perspective taking and greater fluency. These are particularly interesting effects 
since previous research has shown that lower status interactants match more to 
their higher status interactants (Danescu-Niculescu-Mizil, Lee, Pang, & Klein-
berg, 2012).

Romero et al. (2015) replicated the presidential debate findings in a study of 
business student negotiations. Those who matched to their interactant were seen 
by third-party observers as having performed better or won the negotiation, and 
were more likely to be picked to negotiate for the third party observer. LSM, 
then, not only influences the dynamics and outcomes of an interaction, but it also 
affects the perception of an interaction by those who are mere observers.
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Another study on persuasion and function words examined the Reddit forum 
“Change My View,” where users post a position statement on any topic, provide 
supporting reasons, and then receive counterarguments from other users. Tan, 
Niculae, Danescu-Niculescu-Mizil, and Lee (2016) found that pronouns held 
predictive power for malleable positions over specific topics (e.g., food, govern-
ment, etc.). Specifically, individuals who were more likely to change their minds 
used more first person singular pronouns in their posts; individuals were less likely 
to change their minds used more first person plural pronouns in their posts. These 
suggest that it was easier to change a viewpoint that was presented as being held 
by the self as opposed to a viewpoint that was presented as being held by many. 
Note, that some content words indicating power and success (e.g., completion, 
smile) were predictive of resistant posts, but topics (e.g., food, government, etc.) 
did not add predictive power to which posts led to changing the user’s mind.

Another way in which influence has been studied using LIWC has been 
through the examination of word use on millions of posts on Facebook News 
Feeds (Kramer, Guillory, & Hancock, 2014). Specifically, an experimental study 
that systematically reduced the presentation of posts with LIWC’s positive and 
negative emotion word categories showed that emotional contagion propagates 
via words in the absence of non-verbal cues. That is, a reduction in the propor-
tion of posts seen with positive or negative emotion word use led to a signifi-
cant reduction in corresponding positive and negative emotion word expression 
respectively by connections that were exposed to the experimental manipulations 
relative to controls. In addition, there was a significant increase in expressing the 
opposite emotion by connections that were exposed to the experimental manip-
ulations relative to controls.

While the effect sizes were small, the fact that social networks are by definition 
interconnected suggests that the effects can be wide reaching. The words we use 
can have profound effects on how the people around us experience their worlds, 
and in turn, how they influence those around them. This is increasingly important 
to attend to as we increase our interactions over CMC, and in increasingly con-
nected media.

Forensics

Language markers for forensic analyses have been identified and applied to open-
ended statements, emails, papers, and conversations. For example, in studies where 
participants have been asked to lie in laboratory studies (e.g., Hancock, Curry, 
Goorha, & Woodworth, 2008; Newman, Pennebaker, Berry, and Richards, 2003), 
in courtroom transcripts of those found guilty of committing a crime and con-
victed of perjury (Huddle & Pennebaker, 2009), or in online dating profiles 
(Toma & Hancock, 2012), language analyses have shown that there is less use 
of first person singular pronouns in deceptive statements. Presumably, this is due 
to the lack of ownership of deceptive statements or psychological distancing. 
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However, in verified fake hotel reviews, it has been found that first person singular 
pronouns appear at higher rates, relative to genuine hotel reviews (Ott, Cardie, & 
Hancock, 2012). The authors theorize that placing one’s self in the hotel setting is 
an important feature of this particular type of deception, suggesting that context 
is important when considering certain types of lies.

Word use has been tracked at the individual level to predict violent crimes 
by the Boston Bombers (Norman-Cummings & Pennebaker, 2013), by extrem-
ist groups in the Middle East (Pennebaker, 2011b), and by leaders intending on 
going to war (Chung & Pennebaker, 2011). In each of these cases, a drop in first 
person singular pronouns preceded violent acts. Since an attack involves hiding or 
concealing one’s intentions to surprise “the enemy,” it makes sense that language 
markers of deception are found in the language of attackers leading up to their 
violent acts.

From a forensics perspective, the ability to spot betrayal and secret-keeping has 
long been of interest to language scientists. For example, Niculae and colleagues 
(2015) found that it was possible to identify whether someone would betray their 
online gaming partner through more positive words, more politeness, and fewer 
words indicating future plans. Some cues for betrayal came from changes in lan-
guage use by the victim; victims tended to increase in their use of planning words 
before betrayal. What was particularly intriguing was that the linguistic shifts in 
betrayal were apparent in both the betrayer and the betrayed through an increas-
ing imbalance in the use of specific word categories between the interactants.

In another study, our research team tracked the emails of 62 people who 
admitted to keeping a major life secret from others (Tausczik, Chung, & Pen-
nebaker, 2016). Participants were recruited online and were carefully screened in 
ways that preserved their anonymity, as well as the specific details of their secret. 
In all cases, those who agreed to release their previous year’s emails were keep-
ing secrets that, if discovered, would have been devastating to their lives or to the 
lives of others around them. As with the Niculae study, both the language of the 
secret-keepers and the language of the targets of the secrets changed. By examin-
ing function words, we were able to uncover the common ways in which people 
experience secret-keeping, and how it affected their relationships. Together, the 
results showed how psychological features can still be extracted when the topic 
of the exchange is not known to researchers. The secrets study in particular was 
the first to show how the language of a social network changes in response to a 
devastating life secret.

Even in forensic studies not involving extreme acts or violent crimes, language 
has provided clues to delinquent or mysterious activity, for example, in the papers 
of Diederik Stapel, a psychologist who was found to have been fabricating data 
for several of his published papers. An analysis of Stapel’s articles confirmed to be 
fabricated vs. those not found to be fabricated showed more terms associated with 
scientific methods and certainty, and fewer adjectives (Markowitz & Hancock, 
2014). These indicate that Stapel was emphasizing the novelty and significance of 
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the results within the scientific literature, but unable to describe more concretely 
what he was reporting on.

Finally, investigators occasionally seek to learn who may have written a ransom 
note or even an entire book or play. As early as the 1960s, two statisticians applied 
early Bayesian analyses on The Federalist Papers to identify the authorship of a 
select group of disputed pamphlets. Mosteller and Wallace (1963) found that dif-
ferences in a group of function words could serve as fingerprints to identify if the 
disputed papers were by Alexander Hamilton or James Madison. Similarly, Boyd 
and Pennebaker (2015) used LIWC and machine learning methods on both func-
tion and content words and concluded that a long-disputed play, Double Falsehood, 
was probably written by William Shakespeare.

The field of forensics will undoubtedly expand considerably in the years to 
come with increasingly sophisticated text analytic methods. Not only will investi-
gators be able to identify authors but they will be able to better detect the intent 
or ongoing behaviors and personalities of the authors.

Health

When people are sick, uncertain about medical procedures, or dealing with health-
related life changes, they inadvertently broadcast their situation online in ways 
potentially detectable by text analysis. For example, it is now possible to predict 
when couples might be expecting a child, and whether or not a new mother is 
likely to experience postpartum depression based on her tweets (de Choudhury, 
Counts, Horvitz, & Hoff, 2014). It is also possible to identify those at suicide risk 
from Facebook posts (Wood, Shiffman., Leary, & Coppersmith, 2016), or if indi-
viduals who are more or less likely to lose weight based on their diet blogs (Chung, 
2009). Through other Twitter analyses, it is possible to isolate particular geograph-
ical locations more likely to experience higher rates of HIV (Ireland, Schwartz, 
Chen, Ungar, & Albarracín, 2015) or heart disease (Eichstaedt et al., 2015). Par-
ticularly exciting have been studies that track Wikipedia searches (Tausczik, Fasse, 
Pennebaker, & Petrie, 2012) or even vaping rates based on searches (Ayers et al., 
2016). Note, however, that there have been failures to replicate some patterns 
gleaned from dynamic big data without corresponding traditional study methods 
(see Lazer, Kennedy, King, & Vespignani, 2014), such as flu epidemics based on 
Google searches (Ginsberg et al., 2009), suggesting that text analysis, like any other 
method in the social sciences, works best as a part of a multi-method toolkit.

Notice that these larger, more sociological or epidemiological questions appear 
more in content words, while clues to the more psychological questions appear 
more in function words. For example, in the aftermath of 9/11, livejournal.com 
blogs were examined for words representing preoccupation with the attacks 
(e.g., Osama, hijack, World Trade Center, etc.), positive and negative emotion 
words, and psychological distancing (i.e. a statistically derived index made of 
articles, first person singular pronouns, and discrepancy terms; Cohn, Mehl, & 

http://livejournal.com
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Pennebaker, 2004). Not surprisingly, the analysis of content words revealed that 
communities across America were attending to death, religion, and the attacks 
much more after 9/11 than before. Mood went back to baseline levels (i.e. pre-
9/11 levels) within a couple weeks, even for those who were highly preoccupied 
with the attacks. Function words, on the other hand, showed that psychological 
distancing persisted at least six weeks after 9/11. Individuals were talking less 
about themselves, and using “we” more to refer to their communities (Penne-
baker, 2011). The content and function word analyses provided a timeline of 
topics and how widespread communities were psychologically responding to a 
massive upheaval in a naturalistic way.

The ability to detect and to predict the symptoms of various diseases, well-
being, and community resilience after widespread upheaval is now possible through 
the text analysis of social media. Given that more and more of our interactions 
are online, and the ability to find people with similar symptoms and diseases has 
been made easier, it is possible that treatments, coping, recovery, and prevention 
strategies can be developed from our online interactions and behavior, although 
these are not without serious considerations, such as privacy, in their application 
(de Choudhury, 2013; Resnick, Resnick, & Mitchell, 2014; Wood et al., 2016).

Culture

Words can mark changes over time and place, providing new ways to assess the 
attentional focus of individuals, groups, and entire societies. By aggregating texts 
from the historical record, we can begin to track large-scale historical and cultural 
trends. The largest project of words over time examined keywords across 4 million 
digitized books (Michel et al., 2011). The authors counted word use over time 
to assess cultural trends (e.g., sushi, plagues, technology, etc.). The text analysis of 
cultural products has also allowed for the examination of psychological trends 
over time, including the examination of various values (Bardi, Calogero, & Mul-
len, 2008), individualism vs. collectivism (Twenge, Campbell, & Gentile, 2012), 
and sentiment (de Wall, Pond, Campbell, & Twenge, 2011) across recent history. 
Custom dictionaries using LIWC have been used to track possible cultural differ-
ences in the moral foundations of Liberals and Conservatives (Graham, Haidt, & 
Nosek, 2009), and in the relationships between prosocial language as predictive of 
public approval of U.S. Congress (Frimer, Aquino, Gebauer, Zhu, & Oakes, 2015).

Even within smaller geographic regions, it has been possible to track how pro-
noun use over time is associated with inciting action, for example, rallying for a 
revolution in the lead up to Iranian elections (Elson, Yeung, Roshan, Bohandy, & 
Nader, 2012), and within an online community, how pronouns are indicative of 
community tenure or life stage (i.e., number of posts from joining to leaving; 
Danescu-Niculescu-Mizil, West, Jurafsky, Leskovec, & Potts, 2013).

Given the access to digital written pieces, collaborative works, and interactions 
taking place over global platforms, there has been a growth in the assessment of 
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regional differences in social psychological processes (Rentfrow, 2014). For exam-
ple, a text analytic study of a corpus of essays on American’s beliefs was assessed 
for values held across various states, and their relationship to state-level statistics 
published by national agencies (Chung, Rentfrow, & Pennebaker, 2014). Similarly, 
studies of tweets across major cities in America showed relationships of word use 
to rates of heart disease (Eichstaedt et al., 2015) and HIV prevalence (Ireland et al., 
2015) assessed by the Centers for Disease Control.

Another study of tweets by U.S. counties found that high state level well-
being and life satisfaction was associated with words indicating outdoors activities, 
spiritual meaning, exercise, and good jobs; low state life satisfaction was associ-
ated with negative emotion words indicating boredom (Schwartz et al,. 2013b). 
A study of Facebook posts suggested that relative positive and negative emo-
tion word use could form an unobtrusive assessment of gross domestic happi-
ness (Kramer, 2010). Together, these studies suggest that word comparisons across 
geographies can reveal systematic social processes that indicate relative health or 
well-being, providing insights into the relationships between sociological forces 
on psychological processes.

The Promise of Text Analytic Methods

Text Analytic Goals Across Fields

There are special tools, such as TACIT (Dehghani et al., 2016) that amass, extract, 
and code language. With word counts as the basic foundation of quantitative 
text analysis, a variety of simple and highly complex statistical techniques have 
been applied to code and decode text. For example, one software tool to derive 
psychological insights from word counts of content words is the Meaning Extrac-
tion Helper (Boyd, 2016), which facilitates the implementation of the Meaning 
Extraction Method (Chung & Pennebaker, 2008), a factor analysis of words to 
inductively extract themes from text. Note that there are a growing number of 
open-vocabulary approaches to analyze text (Schwartz et al., 2013a).

Text analysis methods span multiple disciplines. The interested reader should 
explore computer science and linguistics and, within both fields, natural language 
processing (NLP). NLP has the goal of classifying documents according to their 
features, and specifically, by the language used within a document. NLP methods 
are useful for psychological quantitative text analysis, but differ from psychological 
methods in various ways.

NLP methods typically require more programming skills to implement than 
are offered in traditional social psychology graduate programs, with much more 
preprocessing of text involved. There are a wide variety of open-source toolkits 
(e.g., Natural Language Toolkit [or NLTK], Stanford CoreNLP, etc.) that provide 
the code to execute the myriad of preprocessing steps (e.g., stemming, lemmatiz-
ing, tokenization, etc.) to prepare text for feature extraction, as well as to carry 
out a variety of analysis.
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A very general distinction between social psychologists and NLP researchers 
is their purpose for studying language. Social psychologists typically use language 
as a reflection of social, cognitive, or emotional processes of the speaker or writer. 
NLP scientists, on the other hand, have one of two general underlying motives 
for their interest in language. Linguists or computational linguists typically analyze 
language because they tend to be more interested in language, and typically (but 
not always) are less interested in context or the attributes of the speaker than are 
psychologists. In contrast, computer scientists use language to categorize attrib-
utes into two or more categories using a variety of statistical methods. For exam-
ple, it is possible to distinguish between genuine emails from spam by analyzing 
the features of the emails themselves. Like linguists, computer scientists are gener-
ally less interested as psychologists are in learning about the social psychological 
dynamics of the author of the texts themselves.

Technological Enablers of Text Analysis Growth

Particularly exciting is that researchers from psychology, computer science, and 
linguistics are now beginning to work together as part of a new discipline vari-
ously called Cognitive Science, Computational Social Science, and/or Artificial 
Intelligence. Each of these fields has benefited from the ways in which humans 
communicate, work, and socialize, resulting in significant scientific steps forward. 
The increase in CMC has enabled us to record, amass, extract, code and decode, 
and assess the meaning and style of text. These, in turn, have enabled us to develop 
more insights into potential applications with which to communicate digitally, or 
to capture communication digitally. Along with the increase in connectivity and 
CMC, there has been a surge of work in real-time speech-to-text capabilities, 
more language based digital art, machine translation, optical character recogni-
tion, machine translation, faster computing, multimedia systems, and an internet 
of things, statistical learning techniques, and cross disciplinary and cross industry 
collaborations to support CMC, and accordingly, to support the analysis of natu-
ral language. The amount of data collected on a person in association with their 
communication patterns presents many opportunities for research and innovation.

For example, natural language samples from social media can typically be asso-
ciated with the user or other meta-data available (geolocation, topic, group affili-
ation, time of post, etc.). When the information is public, such as Reddit posts or 
Twitter posts, there are APIs for extracting the information, or more user-friendly 
tools to call on the platform’s API (e.g., TACIT, Dehghani et al., 2016). What does 
this mean for social psychologists?

Social Psychological Applications of Text Analysis

Language is a defining feature of human culture and we are now only beginning 
to be equipped with the tools to study it on a massive scale. With all the techno-
logical advancements, cross-disciplinary collaborations, and our greater reliance 
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on CMC throughout all areas of our lives, our insights will only continue to grow 
faster, more creative, and with broader applications.

There are two important caveats. The first is that while the study of the data 
we create as we go about our daily lives brings great benefits to our understanding 
of ourselves, our relationships, our health, our work, our deviance, and our culture, 
there must be limits and controls to ensure these benefits are weighed against the 
costs. There will be greater focus on the use of data and opt-outs/opt-ins beyond 
its collection, and terms of service or end-user license agreements (Kosinski, Matz, 
Gosling, Popov, & Stillwell, 2015; Mundie, 2014; PCAST, 2014; Verma, 2014).

The second caveat is that the variance that word scientists account for is low. 
We often publish exciting results because we have access to giant data sets. Ena-
bled by advances in computerized text analysis and access to massive archives of 
digitized text, we are finding patterns that no one has seen before. But the effects 
are subtle. These insights into human behavior and social dynamics are illumi-
nating, and are particularly handy when text is the only behavior we are able to 
objectively observe. However, their reliability and validity across contexts have yet 
to be assessed.

As our lives become increasingly digital, and the more we are able to extract 
psychological patterns from text, the more we open up to possibilities of being 
able to feedback analytics in real-time, or to predict behaviors across our social 
networks. We have never before been able to grasp what and whom we influence 
and how we influence to the degree that is possible today, and that possibility is 
only growing. The future of text analysis is amazingly exciting, with great poten-
tial for our understanding of how we are influenced by the actual, implied, or 
imagined presence of others.
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