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DATA TO DIE FOR

Archival Research

Brett W. Pelham

Baseball great Yogi Berra once noted that “you can observe a lot just by watching.” 
Berra’s point is consistent with a great deal of archival research. Archival research 
is merely passive observational research that relies on data collected or created by 
others. Birth, marriage, or death records, for example, can become archival data. 
Thus, good archival research can be even easier than Yogi Berra’s casual research. 
In the case of archival research, others have usually done the watching for you.

Berra was also saying that good observations don’t always have to be compli-
cated. The simplicity of archival methods stands in sharp contrast to the sophisti-
cation of many other modern research techniques. Consider computer programs 
that can (a) parse human speech into linguistic categories (Tausczik & Penne-
baker, 2010), (b) disentangle participant- and group-level patterns in hierarchi-
cally organized data (Raudenbush & Bryk, 2002), or (c) analyze a video of a dance 
and calculate the degree of synchrony between dancer and music (Brick & Boker, 
2011). Archival research usually stands in contrast to such high-tech observa-
tions. Nonetheless, archival studies can yield crucial information that cannot be 
obtained any other way. Archival studies can tell us how well a theory travels to 
the real world. Further, the best archival studies do not merely tell us that some-
thing can happen in the real world. They tell us when and even why (Cook & 
Campbell, 1979; McGuire, 1989).

Strengths and Weaknesses of Archival Studies

Archival studies have other strengths. A big problem with experiments is the fact 
that they can make people behave unnaturally. This may happen, for example, 
because people know they are being watched. In fact, Bateson and colleagues 
found that people behave better than usual when something merely reminds them 
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of being watched. When posters portray watchful human eyes rather than flow-
ers, people more often (a) pay for coffee on the honor system and (b) clean 
up after themselves after eating (Bateson, Nettle, & Roberts, 2006; Ernest-Jones, 
Nettle, & Bateson, 2011). Because human beings are sensitive to being watched, 
experimenters must usually work very hard to get people to behave naturally 
(Aronson & Carlsmith, 1968).

Archival research bypasses the dilemma of unnaturalness by studying natu-
ral behavior (Pelham & Blanton, 2013). It also bypasses experimenter bias by 
eliminating the experimenters who unwittingly create this problem. For example, 
I know that U.S. consumers purchase regular octane gasoline more often than 
higher octane gasoline. This is because I have noticed that the buttons for regular 
gasoline typically show excessive signs of wear. This is a very casual archival obser-
vation, but it still bypasses concerns that consumers select regular gasoline because 
they are trying to impress an experimenter. Likewise, archival studies of criminal 
behavior solve a major ethical problem when they examine public records of 
murders—rather than trying to induce murder in the laboratory.

This chapter examines strengths and weaknesses of archival research, with 
an emphasis on some of the poorly appreciated strengths. For example, I argue 
that archival research has gotten a bit of a bad rap when it comes to establish-
ing internal validity. Next, I suggest two simple recipes for being a solid archi-
val researcher. The first recipe (the OOPS heuristic) is a checklist for critically 
analyzing and maximizing the external validity of archival research. The second 
recipe (the GAGES heuristic) tackles internal rather than external validity. It sug-
gests that if researchers address five pesky confounds, they will often have gone 
a long way toward maximizing internal validity. After sketching out these two 
heuristics, I discuss a series of archival research studies that focus on topics as 
diverse as social judgment, the self-concept, and longevity. My goal in so doing is 
not merely to extoll the virtues of archival research. It is also to show that even 
novice researchers can conduct highly rigorous research. OOPS and GAGES are 
recipes for success.

John Stuart Mill and Internal Validity

As the British philosopher John Stuart Mill (1863) would be quick to note, archi-
val researchers often face serious challenges establishing causality (Pelham & Blan-
ton, 2013). If we update Mill’s insights to incorporate modern statistical language, 
Mill argued that there are three requirements for establishing causality.

Covariation

Mill’s first requirement is covariation. For Y to cause Z, changes in Y must covary 
with changes in Z. At a minimum Y and Z must be correlated. Distress appears to 
cause divorce. It certainly covaries with it. On the other hand, divorce can cause 
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at least some people to become distressed (Booth & Amato, 1991). Covariation is 
consistent with either temporal sequence.

Temporal Sequence

Mill also argued that if Y causes Z, changes in Y must precede changes in Z. In 
many passive observational studies (including archival studies) researchers have 
little or no information about temporal sequence. Consider the Neanderthal diet. 
Microbiological and isotopic analyses of the teeth, bones, and even the dried-up 
feces of Neanderthals reveal that the typical Neanderthal diet was about 80% 
meat. Our extinct cousins ate much more meat than Homo sapiens did (Sistiaga, 
Mallol, Galván, & Summons, 2014; Wiẞing et al., 2015). At one level it’s obvi-
ous that specific Neanderthals were Neanderthals before they ate so much meat. 
They were born that way. On the other hand, thinking about temporal sequence 
on an evolutionary scale, some have argued that Neanderthals took the particular 
evolutionary route they did because their ancestors migrated to a part of the earth 
in which (a) a very cold climate and (b) the preponderance of megaherbivores 
set them on a specific evolutionary path. Neanderthals may have become the short, 
muscular, cold-adapted hominids they were because they were surrounded by so 
much steak—and so little salad.

But things aren’t always this tricky. In fact, some archival studies do include 
information about temporal sequence. Consider archival studies of sports. In a 
baseball game, innings clearly indicate temporal sequence. Further, even if we 
ignore innings in baseball, we can often eliminate worries about reverse causality. 
Archival studies of aggression in baseball show that pitchers are more likely to 
hit batters with “bean balls” on hotter days than on cooler days (Reifman, Lar-
rick, & Fein, 1991). We do not need to worry that a pitcher’s decision to throw a 
ball at a batter changes the ambient temperature. We also do not need to worry 
that pitchers simply become less accurate as the temperature rises. On hotter 
days pitchers actually walk fewer batters than usual, and throw slightly fewer wild 
pitches. An archival study of more than 57,000 baseball games also showed that a 
pitcher is more likely to hit a batter when one of his own players was just hit by 
the pitcher from the opposing team (Larrick, Timmerman, Carton, & Abrevaya, 
2014). That’s payback. Archival research also shows that athletes repay good deeds 
as well bad ones (Willer, Sharkey, & Frey, 2012). Information about temporal 
sequence is not embedded in all archival records. But many archival data sets fare 
surprisingly well when it comes to temporal sequence.

Eliminating Confounds

When it comes Mill’s third rule of causality—eliminating all possible confounds— 
archival studies do not usually fare as well as thoughtfully designed surveys. 
Survey designers usually choose exactly which questions people answer. Thus, 



Data to Die For 177

well-informed survey researchers can measure and statistically control for any 
confounds about which they are worried. In contrast, when researchers rely on 
data collected by others, they often see that these others were rarely obsessed with 
eliminating confounds.

Despite this gloomy observation, there are reasons for optimism. First, some 
sources of archival data do exist that include measures of important confounds. 
Some archival data sets were created by scientists rather than sports enthusiasts. 
The standard cross-cultural sample (Murdock & White, 2006) and the World 
Values Surveys (www.worldvaluessurvey.org) are two invaluable examples. In 
these rich archival data sets, one researcher’s survey question or ethnographic 
observation is another researcher’s confound. Second, some archival studies are 
natural experiments, which solve the problem of confounds by giving people a 
manipulation at random (or nearly so). Third, after-the-fact coding in an archival 
study can yield important insights into why a specific outcome occurred. For 
example, archival data provide rankings of the market share of many brands of a 
specific product (e.g., fast food). It is possible to have consumers rate these stimuli 
(e.g., McDonald’s, Wendy’s, Arby’s) on multiple dimensions (e.g., price, customer 
service) to see which dimensions do the best job in a statistical footrace that pre-
dicts the brand rankings.

External Validity and the OOPS Heuristic

John Stuart Mill would surely love lab experiments. But some features that make 
lab experiments high in internal validity make them low in external validity. 
External validity is about generalizability to the real world, and archival stud-
ies usually examine real world events. I’ve argued elsewhere (Pelham, 2017) that 
concerns about external validity almost always fall into one of four categories. 
Each letter of the OOPS heuristic represents one of these categories. Archival 
research usually does a good job of addressing the OOPS concerns. What are 
these concerns?

Operationalizations

Because testability is a cherished scientific canon, psychologists acknowledge that 
we can only study things scientifically if we specify operational definitions (Pel-
ham & Blanton, 2013). But there are many ways to operationalize most hypo-
thetical constructs. Consider sexual arousal. In men, a useful operationalization is 
change in penis size. Thus, researchers in human sexuality developed the plethys-
mograph, which measures penis volume (Adams, Wright, & Lohr, 1996). But if 
we wish to study sexual arousal in the other 52% of the earth’s population, ple-
thysmographs are useless. For this reason, experts developed a measure of sexual 
arousal that works for women as well as men. Thermographic stress analysis (TSA) 
involves assessing changes in genital temperature. A thermography camera can 

http://www.worldvaluessurvey.org
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detect changes of about one fourteenth of a degree Celsius in a very brief period. 
Thermography works just as well for women as it does for men (Kukkonen, 
Binik, Amsel, & Carrier, 2010).

We can place greater confidence in any research finding when it holds up well 
across multiple operationalizations. Altruism, for example, could be defined as (a) 
giving food to another organism or (b) risking your own safety to protect another 
organism (Dawkins, 1976). Nursing your infant daughter fits the first definition. 
Saving a drowning stranger fits the second. Along these lines, kin selection (mak-
ing sacrifices for organisms with whom you share genes) is now widely accepted 
because there is good evidence for kin selection regardless of which definition of 
altruism one adopts (Hamilton, 1964a, 1964b; Smith, Kish, & Crawford, 1987). 
One reason why Pinker’s (2010) argument that human violence has declined over 
the centuries is so convincing is that Pinker’s archival studies use many operational 
definitions of violence, from killing or enslaving people to spanking children, 
burning witches, or hurting animals in films. Across numerous operational defini-
tions, violence has declined, especially in this century.

Occasions

“To everything there is a season.” Human behavior varies greatly across the day, 
across seasons, and across millennia. College students report having sex much 
more often between 11 p.m. and 1 a.m. than at any other time of day (Refinetti, 
2005). People’s hormone levels also vary naturally over time. This variation often 
has important consequences. Welling and colleagues (2008) showed that men 
rated highly feminine female faces to be more attractive than usual on days when 
the men’s testosterone levels were higher than usual.

Looking at timing over a broader window, both births and deaths vary with the 
seasons. Consider the archival data in Figure 8.1. They show that Americans more 
often die in winter than in summer (despite the fact that most deaths by accident 
are more common in the summer; Rozar, 2012). There is debate about exactly 
why this seasonal pattern occurs, but the pattern is clearly seasonal rather than 
calendrical. The pattern disappears at the equator and is reversed in the Southern 
hemisphere. Marriage rates, too, vary over the course of the year. As you already 
knew, June is the most popular month for American weddings. As you probably 
did not know, people are also more likely to get married during the month of their 
own birthdays than in other months (Pelham & Carvallo, 2015).

Time also matters century by century. Two thousand years ago, Romans died 
more often in the summer than in the winter (because diseases like malaria were 
much more common in summer; Scheidel, 2009). At that time, the entire popula-
tion of the earth was smaller than the current population of Indonesia. Turn the 
clock back to 10,000 years ago, when agriculture barely existed, and the earth’s 
human population was smaller than the current population of Chicago.
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So time matters. Thus, when evaluating any research finding, we must ask if 
that finding would hold true at other times. Showing that something interesting is 
true is impressive. Showing that it was also true 1,000 years ago is more impressive. 
Time is particularly important in developmental and evolutionary psychology. 
What cognitive skills do most toddlers possess that most infants do not? How have 
hominids changed over the past million years? Does interest in sex vary tem-
porally? Gangestad and colleagues (2010) found that women’s degree of sexual 
opportunism varies across their ovulatory cycle. When women are at the most 
fertile point in their cycles, they’re more likely than usual to endorse attitudes 
such as “I believe in taking my sexual pleasures where I find them.”

Populations

Almost no research finding applies to every imaginable population. People see 
most colors better than dogs do, and dogs smell things people can barely imagine. 
European magpies recognize themselves in mirrors but most other birds do not 
(Prior, Schwartz, & Gunturkun, 2008). Chimps are more sexually promiscuous 
than people or gorillas. If chimps could talk, they might tell us they believe in 
taking their sexual pleasures where they find them. Even if we limit ourselves to 
people, the validity of a specific research finding can also vary dramatically with 
populations. Presumably very few nuns believe in “taking their sexual pleasures 
where they find them,” even if they are currently ovulating. Many research find-
ings vary by population. Zajonc (1965) documented social facilitation in ants, 
cockroaches, parakeets, puppies, and monkeys as well as in people. Archival data 
sets rarely include multiple species, but they do very often include highly diverse 
human populations. This is a big strength.

Situations

A final aspect of external validity focuses on generalization across situations. All 
research takes place in a specific context, and that context can influence what 
researchers observe. The way people think and reason seems to vary based on 
the way in which an experimenter dresses. When experimenters dress casually 
people seem to think casually (i.e., intuitively; Simon et al., 1997). When people 
dress more formally, others are more likely to obey them (Bickman, 1974). It is a 
central tenet of social psychology that the specific situations in which people find 
themselves (e.g., a synagogue vs. a singles bar) can have a huge impact on how 
people think, feel, and behave. To know how robust a research finding is, you 
need to know how well it holds up in a wide variety of situations.

To summarize, to the degree that a specific archival study shows that an effect 
holds up well using different operational definitions, in multiple temporal windows, 
for different populations, and in different situations, there can be no doubt that the 
study has capitalized well on one of the strengths of archival research. But to return 
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to an earlier point, plenty of external validity in the absence of internal validity is 
not very informative. Are there any rules of thumb for assessing internal validity?

GAGES: Five Common Confounds That Can Undermine 
Archival Research

There is a reason why census takers, epidemiologists, and marketers have long 
focused on a handful of regional and demographic variables when doing their 
jobs. Five of the cardinal ways in which human beings vary include geography, 
age, gender, ethnicity, and socioeconomic standing (education and/or income). 
I refer to these five key variables using the acronym GAGES (geography, age, 
gender, ethnicity, and socioeconomics).

Geography

Geographically speaking, knowing where a person lives can be telling. From red 
states vs. blue states to latitude vs. altitude, location matters. According to the 2010 
Census, the average Maryland resident had almost twice the family income of the 
average West Virginia resident. New Jersey is about 1,000 times more densely 
populated than Alaska. Personal beliefs and values also vary widely across U.S. 
states. Residents of Vermont are more than five times as likely as residents of Mis-
sissippi to report that they are not religious (Newport, 2014). In fact, research on 
cultural evolution suggests that properties of the physical environments in which 
people live predict variables as different as what kind of language people speak, 
whether people cook with spices, whether women are allowed to have multiple 
husbands, and whether people are xenophobic (Billing & Sherman, 1998; Everett, 
Blasib, & Roberts, 2015; Fincher, Thornhill, Murray, & Schaller, 2008).

Age

Demography can matter just as much as geography. Beginning with age, older 
Americans worry less than their younger counterparts (Newport & Pelham, 
2009). They also eat healthier diets, exercise less frequently, and care more deeply 
than young people do about nurturing close, established relationships (Carstensen, 
Isaacowitz, & Charles, 1999; Dugan, 2013). Older Americans are also substantially 
more likely than their younger counterparts to be religious, and to be wholly 
unfamiliar with Lil Wayne. Differences such as these are why there is a field called 
developmental psychology.

Gender

Moving on to gender, across the globe, men are more likely than women to assault 
or kill others, to commit suicide, to work in dangerous jobs, and to abuse drugs. 
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Conversely, women are more likely than men to suffer from depression and to 
serve as caretakers, both at home and at work. The list of ways in which gender 
matters is so long that there is entire branch of research known as gender studies.

Ethnicity

Ethnicity matters, too. Both Blacks and Latinos are more likely than Whites to 
suffer from clinical depression (Dunlop, Song, Lyons, Manheim, & Chang, 2003). 
Relative to Whites, Blacks are also much more likely to lack confidence in the 
police ( Jones, 2015), to vote Democratic, and to be familiar with Lil Wayne. More 
than 50 years after the passage of the U.S. Civil Rights Act, there are still large 
ethnic differences in income, unemployment, and education.

SES

Above and beyond ethnicity, one of the best predictors of longevity and well-
being is socioeconomic standing (SES; Bosworth, Burtless, & Zhang, 2015). 
Socioeconomic standing also predicts important attitudes and values (Pelham, 
2018; Pelham & Hetts, 1999) as well as serious problems such as suicide risk and 
automobile accident rates (Sehat, Naieni, Asadi-Lari, Foroushani, & Malek-Afzali, 
2012). There is a reason many sociologists study SES. It matters.

Given the importance of the GAGES, researchers who conduct archival 
research will ideally be able to show that an archival research finding goes above 
and beyond any effects of the GAGES. Of course, the list of possible confounds 
about which researchers should worry does not end with GAGES. Specific con-
founds vary with the specific research question at hand. But the five major worries 
summarized by the GAGES are a great place to start. Because census takers, public 
health officials, marketers, and people seeking dates often care about GAGES, 
there is often good information about GAGES in archival data sets.

Is GAGES WEIRD? Henrich, Heine, and Norenzayan (2010) argued that 
a great deal of psychological research fails to consider the tremendous cultural 
diversity of the planet. Specifically they noted that the great majority of past 
research in psychology focused on WEIRD people, those who come from “West-
ern, Educated, Industrialized, Rich, and Democratic” societies. GAGES is dis-
tinct from WEIRD. First, WEIRD expresses a concern about external validity 
(e.g., would shopkeepers in India behave like students in Indiana?). By contrast, 
GAGES is all about internal validity. That being said, GAGES does have some 
overlap with WEIRD. Cultures, after all, have geographies. Cultures also vary in 
age, ethnicity, SES, and even gender ratios. Furthermore, one could treat GAGES 
variables as cultural moderators rather than confounds. Conceptually, however, 
WEIRD overlaps more with OOPS than with GAGES. One key difference here 
is that WEIRD focuses on cultures whereas OOPS usually focuses on individual 
people. Further, WEIRD includes populations and situations but is largely silent 
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regarding operationalizations and occasions. In a sense, then, OOPS means that 
the WEIRD critique may not go quite far enough. A complete understanding 
of the strengths and weaknesses of archival research requires more than WEIRD 
insights.

Moderation and Theory

Researchers who rely on archival data rarely have the luxury of putting their 
preferred predictor in a footrace with all possible confounds. However, archival 
researchers do sometimes have access to theoretically derived moderator variables 
(including WEIRD ones) that ought to predict when an effect grows stronger ver-
sus weaker. For example, laboratory experiments on modeling (i.e., social learn-
ing) show that people are more likely than usual to imitate targets who resemble 
them (e.g., see Ariely, 2012; Bandura, 1977). Phillips’s archival research on copycat 
violence capitalizes on exactly this logic. First, people do copy highly publicized 
suicides and homicides. Second, this copycat effect is stronger than usual when 
these tragedies get more media attention (Phillips & Carstensen, 1986). Third, 
consistent with principles discovered in lab experiments, people are more likely 
than usual to copy the suicidal behavior of others when they belong to the same 
gender, age, or ethnic group as a target.

The points made thus far suggest that it is possible to conduct archival research 
that strikes an impressive balance between internal and external validity. In the 
remainder of this chapter, I briefly summarize archival research on five different 
topics, ranging from social cognition to health and mortality. The thread that 
unites these archival studies is the fact that the authors all found creative ways to 
maximize both internal and external validity. Although I focus mainly on research 
topics I happen to study, I hope readers will realize that an appreciation of OOPS 
and GAGES could be applied effectively to almost any topic.

Archival Studies of Social Cognition

False Consensus

One of the first researchers to use archival data to study social cognition was Mul-
len (1983), who studied the false consensus effect (Ross, Greene, & House, 1977). 
This is the tendency for people to overestimate the percentage of others who 
share their beliefs or behaviors. Mullen believed this bias would still appear when 
avoiding it could help people win thousands of dollars. Mullen also suspected 
(correctly) that the false consensus effect is larger for people whose attitudes or 
behavior place them in the statistical minority rather than the majority. To study 
the false consensus effect, Mullen capitalized on data from a TV game show (“Play 
the Percentages”). The key data points provided by game show participants were 
their estimates of the percentage of studio audience members who would be 
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able to answer specific trivia questions (e.g., “What state did Hubert Humphrey 
represent in Congress?”) Back when people still remembered Humphrey, 72% of 
audience members were able to answer this question correctly.

Mullen observed clear evidence of the false consensus effect. Participants over-
estimated the percentage of others who knew the answers to questions when 
they themselves had known the answers to the questions. Second, false consensus 
effects were larger than usual when people’s own answers placed them in the 
statistical minority. The rare people who knew the answer to a difficult question 
were especially likely to assume that other people shared their esoteric knowledge.

Mullen’s documented a false consensus effect with a slightly different opera-
tional definition than the one usually used in the lab, with a novel population, 
and in a very different situation than the lab, satisfying three of the four OOPS 
criteria. Further, because this study included equal numbers of men and women, 
and because men and women both showed the effect, we cannot attribute Mul-
len’s effects to a gender confound. Finally, it is hard to imagine that any other 
GAGES confounds could apply to Mullen’s archival study without also applying 
to laboratory studies. More highly educated participants may have known more 
of the answers to the trivia questions, but there is no reason to believe that being 
educated in and of itself would make people offer higher consensus estimates—or 
that this would happen in games show but not in laboratories.

Ethnic Stereotyping

A more sobering example of archival research in social cognition is Eberhardt, 
Davies, Purdie-Vaughns, and Johnson (2006) research on stereotypes and capital 
punishment. Eberhardt and colleagues identified criminal records from more than 
600 men who had been convicted of murder in greater Philadelphia between 
1979 and 1999. They then identified all of the cases (n = 44) in which a Black 
defendant had been convicted of killing a White victim. Based on previous work 
by Blair and colleagues, they suspected that Black men convicted of killing White 
victims would be more likely to receive a death sentence when they had a more 
stereotypically Black appearance than when they did not. The researchers showed 
photographs of all of the selected Black defendants to students who knew noth-
ing of the men’s criminal status. These judges assessed “the stereotypicality of 
each Black defendant’s appearance and were told they could use any number 
of features (e.g., lips, nose, hair texture, skin tone) to arrive at their judgments” 
(Eberhardt et al., 2006). Figure 8.2 shows two Black male volunteers who vary in 
stereotypicality.

One of the most methodologically impressive aspects of these archival findings 
is that Eberhardt and colleagues controlled for six potential confounds all known 
to be important predictors of sentencing decisions. These included “(a) aggra-
vating circumstances, (b) mitigating circumstances, (c) severity of the murder 
(as determined by blind ratings of the cases once purged of racial information), 
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(d) the defendant’s socioeconomic status, (e) the victim’s socioeconomic status, 
and (f ) the defendant’s attractiveness” (Eberhardt et al., 2006, p. 384). Further, their 
operational definitions of constructs a–e were based on established Pennsylvania 
statutes. Because the archival records did not include information on defendant 
physical attractiveness, the research team got blind raters to judge this. Even after 
controlling statistically for all six of these confounds, Eberhardt et al. (2006) found 
that Black men with a more stereotypically Black appearance were more likely 
than Black men with a less stereotypic appearance to be given a death sentence. 
A follow-up study showed that when defendants had been convicted of killing 
Black rather than White victims, the stereotypicality of the men’s appearance no 
longer made a difference for their sentences.

A consideration of GAGES reveals that this study controlled for many geo-
graphic confounds by staying near Philadelphia. Of course, OOPS dictates that it 
would have been even better to study more than one region of the United States. 
But no single study can do everything. The authors also appear to have controlled 
for the defendants’ ages because age is often considered a mitigating factor. They 
controlled for gender by studying only men. The authors not only controlled 
for ethnicity but also deconstructed it (ethnic stereotypicality was an independ-
ent variable). They also controlled for the SES of both the defendants and the 
victims. The additional factors for which Eberhardt and colleagues controlled 
reveals that GAGES is not an exhaustive list. But the fact that these authors left no 
GAGES stone unturned attests to the importance of these variables, as well as to 
the sophistication of this study.

Counterfactual Thinking and Emotions

Not all research in social cognition focuses on tragedies. Some of it focuses 
on triumphs. Medvec, Mavey, and Gilovich (1995) studied athletic triumphs, 
including triumphs that don’t always make people feel very good. Laboratory 
research on counterfactual thinking shows that when something good or bad 
happens, people often consider counterfactual (alternative) realities. Counterfac-
tual thoughts sometimes create counterintuitive emotions. For example, missing 
a flight by two hours usually produce regret. But missing a flight by two minutes 
usually produces a lot more of it (Roese, 1997). When Medvec and colleagues 
conducted their archival studies of counterfactual thinking and emotions, most 
previous studies had been conducted in the lab. Further, many of these stud-
ies were based hypothetical scenarios (“How would you feel if . . .?”) rather 
than real outcomes. Medvec and colleagues put the factual into the study of 
counterfactuals.

They did so by considering the emotional implications of earning gold, silver, 
and bronze medals in major athletic competitions. Most Olympic gold medalists 
must surely be on top of the world after their victories. At a bare minimum they 
end up on top of the medal stand, and their gold medals often bring them fame 
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and fortune. By contrast, many silver medalists may feel the pain of knowing how 
close they came to winning. For bronze medalists, however, two things would 
have had to have gone differently for them to have won gold (e.g., Usain and 
Justin). The most salient counterfactual for bronze medalists is probably that they 
could have easily finished in fourth place, earning no medal at all. This logic sug-
gests that athletes might typically be happier with an inferior outcome (a bronze 
medal) than with a superior one (a silver medal).

To test this prediction, Medvec et al. recorded NBC’s televised coverage of the 
1992 Olympics. They then extracted every scene that showed a bronze or silver 
medalist (in any sport NBC chose to cover) the moment the athletes learned 
they had finished second or third. They did the same thing for the period when 
athletes stood on the medal stand. Finally, they showed all of the video clips to 
a group of raters who were kept blind not only to Medvec et al.’s predictions 
but also to athletes’ order of finish. They also turned the volume to zero for all 
of the ratings so that raters would not be biased by the comments of any of the 
NBC sports analysts, especially Bob Costas. The raters simply judged each ath-
lete’s expressed happiness on a 10-point scale.

Medvec and colleagues found that, despite finishing third rather than second, 
Olympic bronze medalists looked happier than their slightly faster, stronger, and 
more coordinated peers. This was true both immediately after their performances 
and on the medal stand. Of course, these results alone do not say whether counter-
factual thinking was responsible for the observed emotions. To address this, Medvec 
et al. performed a second set of archival analyses from the same Olympic TV 
coverage. This time they selected all of the available interviews with bronze and 
silver medalists and asked blind raters to judge the “extent to which the athletes 
seemed preoccupied with thoughts of how they did perform versus how they 
almost performed.” This follow-up study suggested that bronze medalists were 
more focused on what they “at least” did whereas silver medalists were focused 
on what they “almost did.” A replication study focusing on a state-level athletic 
competition confirmed this result.

These results seem safe from any obvious GAGES confounds. It is highly 
unlikely, for example, that men (a) more often finish third than women and (b) 
are chronically happier than women. One not-so-obvious confound, however, is 
that in some Olympic events (e.g., wrestling, basketball), bronze medalists have 
just won a competition whereas silver medalists have just lost a competition. That’s 
a real confound. In a supplemental analysis, Medvec et al. focused solely on events 
(e.g., track and field) in which there was no such confound. The bronze medal-
ists still looked happier than the silver medalists. This archival research is also a 
standout when it comes to OOPS. It used novel operationalizations, it examined 
behavior in athletic events that took place on two different occasions, the par-
ticipants came from all over the globe, and the situation in which people were 
studied was radically different than the lab. In my view the authors of this study 
struck methodological gold.
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Self-Concept and Identity

Implicit Egotism: Early Studies of Career Choice

Archival research can also be a rich source of information about the self-concept. 
About 15 years ago, my colleagues and I became interested in the idea that peo-
ple resemble the legendary Narcissus. Laboratory studies had already shown that 
people have an unconscious preference for the letters in their own names (Nuttin, 
1985). Kitayama and Karasawa (1997) extended this to show that people prefer 
the numbers in their own birthdays (see also Beggan, 1992). So if something is 
part of the self, it must be good. Inspired by such findings we began to study 
implicit egotism, an unconscious preference for people, places, and things that 
resemble the self. We began by using archival data to study careers and street 
addresses.

In the early days of this work, we did not fully appreciate the risks inherent in 
archival research. When I began this work, for example, I knew that Carlos was a 
Latino first name. I also knew that there is a good chance Jeff Goldstein is Jew-
ish. But I did not know, for example, that a person whose last name is Jefferson 
is about 180 times as likely to be Black as a person whose last name is Carlson. 
I eventually learned just how strongly people’s first and last names can be con-
founded with GAGES.

This being said, my colleagues and I were not completely oblivious. In one of 
our first studies of implicit egotism we focused on career choice (Pelham, Miren-
berg, & Jones, 2002). Our analyses of professional membership records for dentists 
and lawyers showed that people with names like Dennis, Denise, Lawrence, and 
Laura gravitated toward the jobs that resembled their names. We controlled to 
some degree for geography by limiting our searches (for both occupations) to the 
eight most populous U.S. states. We controlled for gender by separating male and 
female names. We further controlled for the frequency of our first names. After 
completing this initial study, however, we were disappointed to see how difficult 
it was to locate nationwide records that reliably identified people by name and 
occupation (but see Abel, 2010).

Implicit Egotism and Choice of a Residence

In contrast to the paucity of national data on names and professions, there are 
plenty of archival data that identify millions of people by name and place of resi-
dence. We have thus conducted numerous studies of implicit egotism and choice 
of a residence. Relying on 66 million Social Security Death Index records, Pel-
ham et al. (2002) showed that just as people whose first or last name is Thomas 
are overrepresented in cities named St. Thomas, people whose first or last name is 
Peter are overrepresented in cities named St. Peter. Although we argued that our 
focus on cities with “Saint” in their names should have reduced ethnic confounds, 
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this study was still susceptible to geographic confounds. Although we conducted 
follow-up studies to address this concern, eliminating all of the GAGES con-
cerns entirely is no easy matter. Some studies of implicit egotism are also open to 
critiques based on reversed causality (e.g., are there a lot of women in Georgia 
named Georgia because they moved there or because parents in Georgia prefer 
this first name?)

One way to address problems such as these is to blend archival methods with 
more traditional methods. Pelham and Carvallo (2015) did exactly this. First, using 
archival death records, we showed that men named Cal and Tex had dispropor-
tionately lived in the large U.S. states that resembled their names. In a replication 
study with living participants, we identified more than 800 men named Cal or 
Tex who lived in either California or Texas. A survey showed that these men, too, 
disproportionately lived in states closely resembling their names. Further, this was 
strongly true even when we focused exclusively on men who reported moving to 
the states in which they lived.

In addition to the usual problems of confounds and reverse causality research 
on implicit egotism is also susceptible to sampling problems. Although we always 
specified in advance how we had matched names with states, cities, or street 
addresses, we often faced arbitrary decisions. This problem largely evaporated on 
April 2, 2013. This is when the 130 million records that made up the entire 1940 
U.S. Census became public (Pelham & Carvallo, 2015). At about this same time, 
the genealogical website ancestry.com also made available a tremendous number 
of American and international birth and marriage records.

Back to Career Choice

The 1940 U.S. Census data allowed us to see if people preferred occupations 
that doubled as their exact surnames (Pelham & Carvallo, 2015). To test this idea, 
we examined the 2,000 most common U.S. surnames. From this list, we identi-
fied the 11 surnames that constituted common, traditionally male occupations 
(e.g., Baker, Carpenter, Farmer, Mason). We then calculated the expected number 
of men with these exact surnames who would have reported working in each of 
these 11 occupations if there were no association between surname and career 
choice. We compared each expected frequency with the observed frequency that 
corresponded to a surname-occupation match. As shown in Figure 8.3, to at least 
a small degree, all 11 of the surname-occupation pairs yielded support for implicit 
egotism (as indicated by ratios greater than 1.0).

The score of 1.34 for Porter means that men name Porter were 34% more 
likely to have worked as porters compared with the entire set of men who had the 
other 10 surnames. But might these results reflect an ethnic confound? If Black 
men disproportionately worked as porters, and if Black men were dispropor-
tionately named Porter, this could create artifactual support for implicit egotism. 
A similar argument could be made for other GAGES.

http://ancestry.com
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Because of the sheer size of these census data, we were able to evaluate these 
results separately for Blacks and Whites, and for men who were equated perfectly 
for education. Even after we separated men by ethnicity and focused separately 
on men with exactly 6, 8, 10, or 12 years of education, there was always robust 
support for implicit egotism. For example, White men named Farmer who had 
an eighth grade education gravitated toward farming relative to all other White 
men in the 1940 Census who were not named Farmer but who also had an eighth 
grade education.

We did not publish this finding, but we also found that implicit egotism in 
career choice held up for men of different ages. This leaves only geography. If 
lots of people named Farmer happen to live in Nebraska as compared with Mas-
sachusetts, this could lead to artifactual support for implicit egotism. Although we 
did not consider this geographic confound in our original report, I recently con-
ducted state-by-state analyses to see if the association between surname and occu-
pational choice would hold up at this level. It did. Further evidence that this effect 
is not likely due to a geographic or ethnic confound is based on the fact that the 
effect replicated strongly—using exactly the same 11 career-surname pairs—in 
both the 1880 U.S. Census and the 1911 England Census. Taken together, these 
three studies—which span a 60-year window—also do a decent job of addressing 
the OOPS issue of occasions.

Implicit Egotism and Marriage

Perhaps the strongest archival evidence for implicit egotism comes from research 
that focuses on birthdays rather than names. Most people prefer their birthday 
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numbers. Unlike a person’s first or last name, however, which can easily be con-
founded with GAGES, a person’s birth month or birthday number is much more 
arbitrary. Birthday numbers also range from 1–31, which greatly simplifies deci-
sions about how to sample specific numbers. If possible, sample them all. If people 
gravitated toward things that matched their birthday numbers, this would consti-
tute rigorous support for implicit egotism.

People do, and the thing toward which they gravitate is other people. Pelham 
and Carvallo (2015) found that people were disproportionately likely to marry 
other people who happened to share either their birthday number or their birth 
month. As shown in the top panel of Figure 8.4, brides in Summit County, Ohio, 
were 6.5% more likely than they should have been by chance to marry a groom 
who shared their exact birthday number. As shown in the bottom panel of Fig-
ure 8.4, this bias increased to 37.6% for the subset of brides who married on their 
birthday numbers. Both of these effects, as well as conceptually identical effects 
for birth month, replicated well in a very large set of more recent (1958–2001) 
Minnesota marriage records.

FIGURE 8.4  Implicit Egotism in Marriage

Note: People with the same birthday number were more likely than usual to marry. This effect was 
much stronger than usual for brides who married on their birthday number. Adapted from Pelham 
and Carvallo (2015).
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I hasten to add that implicit egotism is not the only aspect of the self that has 
been studied using archival data. Research by Twenge and colleagues—most of 
it archival—has shown that self-esteem (“I am capable.”) and narcissism (“I will 
build a great, great wall.”) have been increasing in the United States over the 
past few decades. Twenge typically examines archival data collected by psychologists, 
which has allowed her to document changes in constructs that would be hard 
to operationalize using birth or marriage records. That being said, Dewall, Pond, 
Campbell, and Twenge (2011) did examine changes in egotism over the past few 
decades without asking anyone to fill out any surveys. They did so by tabulating 
changes in the relative use of the words “I,” “me,” and “mine” in popular song lyr-
ics between 1980 and 2007. Across this window there was a linear increase in how 
often popular singers sang about themselves (via these pronouns). If Twenge and 
colleagues are correct that U.S. culture is becoming more narcissistic over time, 
this bodes well for the future of research on implicit egotism.

Longevity and Death

In addition to archival research on social cognition and the self-concept, there 
is also archival research on longevity and dying. This research focuses on how 
psychological variables influence the age at which people join all the others who 
have gone before them—to that hallowed place I call archival death records. This 
archival research reveals that psychological variables have more to do with longev-
ity and dying than one might think. Levity seems to promote longevity.

The Nuns Study

To see if viewing the world favorably helps people live longer, Danner, Snow-
don, and Friesen (2001) studied 180 nuns. Around 1930, when these women 
became nuns, they had to write a brief autobiography—which the church duti-
fully retained. In the late 1990s, Danner and colleagues got permission to analyze 
these records. The research team blindly coded each young nun’s life story for 
how many positive emotions it included. It’s pretty easy to spot happiness in these 
essays. Sister 1 wrote things like, “With God’s grace, I intend to do my best . . .” 
Sister 2 wrote things like, “I look forward with eager joy to . . . a life of union 
with Love Divine.”

Based on a simple count of the number of positive emotion words the nuns 
used, those in the top quartile of the positive emotion distribution lived 9.4 years 
longer than those in the bottom quartile! Because the nuns lived in one of only 
two cities (and because the researchers took city differences into account) we 
do not have to worry much about a geographical confound. The research team 
also controlled for the age at which women wrote their essays and their eventual 
education. It also seems safe to assume that the lifestyle most nuns lead went a 
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long way toward holding many other important variables constant. I’m guess-
ing that few, if any, of the nuns died because of a lack of food or basic medical 
care. Because this was a sample of nuns, gender was held constant. The research 
provided no information on ethnicity, but I am pretty confident that the large 
majority of them were White (and Catholic, too). In short, this study seems to 
have controlled well for the GAGES confounds. This is particularly important in 
a study of longevity because each of the GAGES variables has a well-documented 
association with longevity.

The Baseball Players Study

Any nun with a decent sense of humor will tell you that she tries to fulfill her 
calling in life by making sacrifices and saving souls—all while having to wear a 
funny outfit. Baseball players also care deeply about saving and sacrificing, and 
they, too, wear funny outfits. Like nuns, baseball players also appear to live longer 
when they express more positive emotions. Baseball players don’t have to write 
autobiographies to play in the majors, but they do have to get their pictures taken. 
Abel and Kruger (2010) took advantage of this fact by conducting an archival 
study of professional baseball players whose photos appeared in the 1952 Baseball 
Register. They blindly rated all 230 of the official player photos for how happy the 
players looked. Photos in which the men were not smiling were given the lowest 
score, photos in which the men were smiling a polite but unnatural smile got a 
middle score, and those in which the men expressed a truly happy (“Duchenne”) 
smile got the highest score.

Abel and Kruger reasoned that these photos would reflect a player’s charac-
teristic emotional state. Apparently, they did. By the time, Abel and Kruger wrote 
their report in 2009, the very large majority of these men had died, and Abel 
and Kruger extracted these dates of death from archival sources. The men who 
showed a true smile lived an average of seven years longer (mean age 79.9) than 
the men who did not smile at all (age 72.9). The men who smiled politely (mean 
age 75.0) also lived a bit longer than the non-smilers. Impressively, these differ-
ences in longevity held up even after controlling for a pretty hefty list of compet-
ing predictors of longevity (e.g., body mass index, education, marital status, length 
of playing career).

The fact that Abel and Kruger used player photos from 1952 means that they 
came pretty close to controlling for ethnicity. In 1952, 94.4% of professional 
baseball players were White—with the remaining 5.6% being split pretty evenly 
between Black and Latino players. Blacks do not live as long as Whites, and 
Latinos actually live a bit longer than Whites. For ethnicity to be a serious con-
found, then, almost all the Blacks would have to be looking solemn and almost 
all of the Latinos would have to be smiling very happily. It is unlikely—though 
not  impossible—that an ethnic confound could be responsible for their findings. 
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Further, if a critic were still worried about this confound, it would be easy to 
code the 230 photos for ethnicity and add this to a covariance analysis. Finally, 
just as the nun study controlled for gender by studying only women, this study 
controlled for gender by studying only men.

In light of the GAGES criteria, Abel and Kruger seem to have knocked this 
one out of the park. They did not address geography, but any critic who was wor-
ried about it could add geographical codes to the data and control for them. If 
there is any real weakness to this study, it is the small number of (deceased) players 
with usable data (n = 23) who posed with Duchenne smiles (samples sizes were 
greater than n = 60 for the other groups). In contrast, the nun study relied on 
a continuous rather than a categorical coding scheme for positive emotionality. 
Taken together, these two archival studies are worth smiling about.

A Distressing Natural Experiment

As strong as these two archival studies are, one could still argue that some 
unknown confound played a role in the results. Perhaps healthier baseball players 
smiled more. Perhaps nuns from wealthier family backgrounds used more positive 
emotions words. To know with greater certainty that psychological variables can 
influence well-being or longevity, one would have to use random assignment to 
decide that one group of people experienced a dramatic event that others just 
like them did not. Ideally this ethically callous experiment would have a huge 
sample size. Further, the design might be particularly powerful if the experimental 
manipulation involved some kind of horrific negative experience. Being forced 
to fight in what many considered an unjust war might fit the methodological bill. 
During the Vietnam War, the U.S. government created exactly this situation as a 
natural experiment. As Hearst, Newman, and Hulley (1986) noted, the Vietnam 
War draft meant randomly assigning a subset of young American men to fight in 
Vietnam. This draft thus created a huge natural experiment.

Hearst and colleagues identified 14,000 men born in California or Pennsyl-
vania between 1950 and 1952 whose draft numbers did versus did not come up. 
They then checked to see what happened to the men in the 10-year window 
after the war (1974–1983). They found, among other things, that suicide rates 
for the unlucky men whose draft numbers had come were 13% higher than they 
were for the lucky men whose draft numbers had not come up. This sounds like 
a modest effect of this natural manipulation. In fact, the effect of actually serving 
in combat was certainly much larger. This is because fully 74% of the drafted men 
found a way to avoid going to war. Further, a patriotic 9% of those who had not 
been drafted enlisted as volunteers. After correcting statistically for these facts, the 
estimated impact of serving as a soldier in Vietnam was an 86% increase in the 
risk of suicide. Some archival studies come extremely close to the gold standard of 
true experiments. In natural experiments, the GAGES, like all other confounding 
variables, are held constant.
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Holidays and Mortality

Archival research also suggests that psychological variables can determine the 
exact day on which people die. Phillips and colleagues conducted several archival 
studies that suggested that people can sometimes postpone their own deaths to 
experience important events. Phillips and Feldman (1973) focused on religious 
holidays. They found that in cities with many Jewish residents (i.e., New York 
City and Budapest, Hungary), people were more likely to die shortly after than 
shortly before Yom Kippur (the Jewish Day of Atonement). I think it’s safe to say 
that Phillips’ work was met with great skepticism.

To address the skeptics, Shimizu and Pelham (2008) harvested data from the 
same Social Security Death Index discussed elsewhere in this chapter. We rea-
soned that the two major holidays on which most Americans would least want to 
die would be Thanksgiving and Christmas. On these two major holidays many 
Americans go to great lengths to be with those they love. We thus reasoned that 
people might be less likely to die on the exact day of either of these holidays than 
on any of the immediately surrounding days. If people who are gravely ill try to 
hold on to make it to a major holiday, we also reasoned that death rates should be 
a little higher for the two days immediately after these two holidays than for the 
two days immediately before them. For both holidays we focused on the 16-year 
window between 1987 and 2002. Later data were not yet available, and earlier 
data did not usually include an exact date of death. Our results were very similar 
for Thanksgiving and Christmas, with the effect for Christmas being predictably 
larger.

As shown in Figure 8.5 people did defer their deaths until after Christmas Day. 
In this 16-year window about 4,000 more Americans died on December 27 than 
on December 25. Because these data provided no demographic information we 

FIGURE 8.5  Number of Americans Dying on Christmas Day versus on any of the 
Four Neighboring Days

Source: SSDI, 1987–2002. Figure is adapted by permission from Shimizu and Pelham (2008).



196 Brett W. Pelham

were not able to control for GAGES. However, it is worth noting that the exact 
day on which Christmas occurs varies arbitrarily. Further, poor weather is no 
more likely to occur on Christmas Day than on any of the days surrounding it. 
Christmas also comes to women as well as to men. One worrisome confound that 
applies to both Thanksgiving and Christmas, however, is that people are probably 
much less likely to take long trips on the exact days of these holidays than on the 
surrounding days. In a series of supplemental analyses using California mortality 
data we were able to address this confound. The effects all remained when we 
removed all of the deaths due to accident.

We were also able to identify two potential moderators of the Christmas Day 
death-deferral effect. First, using Phillips and King’s (1988) list of 106 actuari-
ally Jewish surnames (e.g., Goldberg, Silverstein), we focused on Americans who 
were very likely to be Jewish. The pattern shown in Figure 8.5 almost completely 
disappeared in the Jewish surname sample. In contrast to Jews, most American 
(non-Jewish) children are absolutely enamored of Christmas. If the Christmas 
death deferral effect is grounded in a desire to experience Christmas, children 
should show a larger than usual Christmas death deferral effect. Although the 
SSDI records do not include age, it was possible to derive ages from dates of birth 
and death. The magnitude of the death deferral effect for children (aged 5–20) 
was 10 times as large as the effect observed for adults. At least some people appear 
to exercise at least some control over the exact timing of their own deaths.

Conclusions

Archival data are a rich source of information about human behavior. From birth 
to death, people leave behind a great deal of evidence of their daily behavior. 
As the technical barriers that restrict access to archival data become smaller, the 
potential for new archival discoveries keep growing. In the past year alone, I have 
explored archival data from the World Values Survey, DHS Surveys, the CIA 
Factbook, the UNDP data site, Google Correlate, and dozens of birth, census, 
marriage, divorce, and death records. The possibilities of using archival data extend 
well beyond social cognition and health psychology. Although I have focused here 
on three topics that interest me, archival research methods have also shed light on 
many other topics, from climate change to ethnic biases in birth outcomes.

I hope that as researchers seek new opportunities to conduct archival research 
they will focus on the crucial role of theory in scientific discovery. The best the-
ory testing often involves testing for statistical moderation, and archival data sets 
are very well-suited to this—because they often involve huge and diverse samples. 
Archival data sources also provide opportunities for replication that are almost 
impossible to match with other data sets. Finally, for researchers who have dif-
ficulty with delay of gratification, archival studies can often provide rapid answers 
to pressing questions. Some archival studies can be done in hours if not minutes. 
Regardless of how long archival research takes, it can tell us not just whether a 
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theory holds up outside the lab but also for whom, in what way, when, where, and 
sometimes even why.
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