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Judgment under uncertainty:  Heuristics and Biases

Amos Tversky and Daniel Kahneman

articles tackling the issue of how we make judgments on the likelihood of uncertain events....this can be numerical odds or subjective probabilities.

-instead of processing all possible outcomes and accurately determining their probabilities, we have developed a set of heuristics, or mental shortcuts, which allow us to make fast and useful predictions about everyday events

Though these shortcuts are convenient, they are not perfect, and this first article describes some predictable, systematic errors that are common when making judgments.

So I'll try to go over some of the common errors and biases that can occur!

This article describes 3 common heuristics, how they are useful, and what errors may arise when using each.

1.  Representativeness


- Relating two items or events:  how similar is A to B?



If A resembles B --we think there is higher probability that A originates from B



If A is not similar to B -- lower probability that A originates from B 

this kind of heuristic is often used in relating people or events to stereotypes:

Steve's character traits:  shy, helpful, meek, tidy, passion for detail

possible jobs for steve:  farmer, salesman, pilot, librarian, physician

people will try to match up steve's traits with the stereotypical characteristics of each occupation -- the more representative, we judge a higher probability of a match

Some biases we often fall victim to when using the representativeness heuristic:


a) Insensitivity to prior probabilities of outcomes

Base Rate Frequency -- not everything begins on a fair playing field

In Steve's case, a base rate may exist in that there are more farmers than librarians.  This should factor into people's predictions, as Steve will have a greater prior probability of being a farmer than a librarian.  But, baserates don't change Steve's similarity to the stereotypes of librarians and farmers, so  most people completely ignore baserate information  A BR will only be taken into consideration if no other information is available .

b) Insensitivity to sample size

We assess the likelihood of a sample result by its similarity to the corresponding parameter, regardless of the size of the sample.

Example in the article involves a small hospital with 15 babies born each day and a large hospital with 45...which will record more days where 60% or greater of babies were male?

now with our extensive statistical backgrounds, we should be able to see that a large sample is less likely to stray from 50% male than a small sample.  But,  people assume that since these events are described by the same statistic, they are equally representative in the general population, so studies have found that most people think both hospitals would experience similar percentages, regardless of their size.  

c) Misconceptions of chance

Believing that a random sequence of events should represent the essential characteristics of its process -- so if you flip a coin 6 times, HTHTTH seems more likely, more random than HHHTTT.  tHis is the same kind of biase that is shown with the gambler's fallacy, the belief that a certain result is 'due' because it hasn't happened in a while.  Unfortunately, inanimate objects as far as we know, don't have memory, and can't purposefully even out their outcomes.

d) Insensitivity to predictability

A favourable description leads to a favourable prediction, even if the description provides no reliable information for making an accurate prediction.

If the information we are given doesn't help us in making a prediction, we still judge the description as representative to that particular case.  

e) Illusion of validity

The confidence of a prediction depends primarily on the degree of representativeness, even if the information we are given is highly suspect.

So even info useless in making a prediction can have an effect, as long as it leaves us with a positive or negative impression -- doesn't have to even be true

f) Misconceptions of regression

Constantly overlooked:  misguided belief that the predicted outcome should be maximally representative of the input.

What really happens:  in pretest posttest predictions..... if the average pretest score deviates from the mean by k units, the posttest score will usually deviate from the posttest mean by less than k units --regression towards the mean.

Example of flight training school 

praise on good landings = worse landing next time, criticism on bad landings = better landing next time - regression

incorrect conclusion:  verbal rewards are detrimental to learning

-- inventing a causal explanation to fit results

2.  Availability

Assessing the frequency or probability of an event by the ease with which instances are brought to mind

Useful, since instances with high frequency are reached faster and more easily

reliance on this heuristic leads to predictable biases:


a) Biases due to retrievability of instances

Easy retrieval of instances appears to be more numerous than instances difficult to recall -- this is not always the case.

familiarity and salience important -so seeing an image of a burning house will be more powerful than reading about it in a newspaper.


b) Biases due to the effectiveness of a search set



Different tasks elicit different search sets

words that start with letter r vs. r as 3rd letter - easier to think of words beginning with r, judged as more frequent


c) Biases of imaginability



Instances not stored in memory, but can be generated using a given rule.



Likely occurrences are easier to imagine than unlikely occurrences


d) Illusory correlation



Bias in judgment when two events co-occur -- 

Associative connections between events are strengthened when they frequently occur together


3.  Adjustment and anchoring

-making estimates by starting from an initial value


- adjusting from this starting point is usually not accurate, so different starting points produce different estimates ...this bias toward the initial value, even if that value is arbitrary, is called anchoring.

some common errors:


a) Insufficient adjustment


wheel of fortune was spun, giving arbitrary numbers to subjects, who then had to adjust by predicting the % of african countries in the UN.  a wheel value of 10 produced an estimate of 25, while 65 on the wheel produced an estimate of 45.,....anchoring effect



Arbitrary numbers can influence estimates 


b) Biases in the evaluation of conjunctive and disjunctive events



Conjunctive -- series of events, all must occur for a given result ...this is what we assess when judging the probability that something will succeed..this result tends to be -- overestimated



Disjunctive -- only needs to happen at least once in a series of events ....so usually how we assess the risk in a situation....this result is usually-- underestimated

....we seem to overestimate success, while underestimating risks...optimism can lead to problems.


c) Anchoring in the assessment of subjective probability distributions



Calibrating judgments of quantities by obtaining probability distributions,, and how confident we could be in our labelling of specific quantitiesin the distribution.

Conclusions/Main Ideas:

· Reliance on shortcuts leads to systematic bias -- tradeoff between speed and accuracy

· Power of heuristics: we ignore important clues, even with lifelong experience, and are especially prone to statistical biases (sample size and regression)

· Subjective probability:  different individuals have different predictions for the same event - people come up with their own internal consistency

· Is our personal internal consistency the only valid method we have to evaluate subjective probabilities?

· How consistent are we with our judgments and beliefs?

· Can we derive a set of principles for each individual where we could determine exactly what decisions they will make by the heuristics that they use? 

· Does it matter if our beliefs are consistent but greatly biased?

· If we become aware of our heuristics, will we be able to prevent ourselves from making errors?  What about other mental processes?

· To be judged rational, internal consistency is not enough

The Simulation Heuristic - Kahneman and Tversky

Distinction between recall (retrieval of events from memory) and construction, which is defined as mentally constructing examples or scenarios.  Research in the area of construction is limited.

THe authors propose a  Simulation heuristic involves the method of constructing scenarios with various possible outcomes, which the authors call running a simulation model.  IT is a unique ability to be able to analyze an event, either in the past or future, and think of possible outcomes, things that either didn't happen or may happen.

Judgmental activities in which mental simulation appears to be involved:

1.
Prediction - imagining how an event will unfold

2.
Assessing the probability of a specified event - how easily could this event be produced?

3.
Assessing conditioned probabilities - consequences of an event occurring

4.
Counterfactual assessments - something close to happening which never occurred

5.
Assessments of causality - if A caused B, we can undo A in our minds to determine if A made B inevitable

Studies of mental undoing:  unique ability to reconstruct the past in our minds


- Simple cognitive rules seem to govern the ease of the mental undoing of past events

usually look at these rules by focusing on counterfactual judgments, so things that did not occur.


- An important term to consider is the idea of Psychological distance

this "distance" involves travelling from reality to a possible but unrealized parallel



- difference between what happened and what could have happened

- distance can be made relative by three kinds of events:  downhill, uphill, and horizontal changes

Downhill:  removes a surprising or unexpected aspect of the story

Uphill:  introduces unlikely occurrences

Horizontal:  arbitrary value replaced by another arbitrary value

Get into more detail with some of the emotional scripts described in the article


- Counterfactual emotions:  frustration, regret, indignation, grief, envy



- what we feel when comparing reality with what might or should have been

1.  Mr. Crane and Mr. Tees


-Mr. C missed his flight by 30 minutes, Mr. T by 5 -- who will be more upset?

- Both had same outcome, Mr. T judged to be more upset:  easier to imagine being 5 minutes earlier than 30 -- constraints on what we permit ourselves to imagine

2.  Mr. Jones

through a series of decisions he makes, ends up getting killed in a car accident

summary of one version:  driving home from work, decided to take another route for the view, breaked to avoid running a red light at an intersection.  When the light turned green and he went through the intersection, a truck ran into him and he ws killed instantly.  The driver of the truck was a boy on drugs.  

What factors were most important in determining the outcome of the story?  Which are most easily undone to prevent the accident from happening?

Typical vs. Atypical responses to the "If only" question:

in this version, a downhill change would have been if he had taken his regular route instead of the scenic route.

Uphill change would have been if he had ran the red light, since this was not typical of the way Mr. Jones normally drove.

Subjects are more likely to undo the accident by restoring a normal value of a variable, rather than by introducing an exception.

Focus rule:  stories can change when we alter the main object of concern -- in this case we could change the focus to Tom, the boy who hit Mr. Jones while under the influence of drugs

If the focus of the story changes to Tom, subjects change the story by altering Tom's role: making him an important variable: he is more likely to be removed from the accident, rather than changing aspects of Mr. Jones journey home.  

Conclusions, main ideas

What makes a good scenario?  

most people move from an initial state to a target with downhill steps, and no significant uphill events .....this is more likely than thinking of an event that relies on rare events and strange coincidences

-it also seems that the plausibility of the weakest link determines the plausibility of the entire scenario

This heuristic is important in planning?  we use scenarios to assess the probability that a plan will succeed -- and to evaluate the causes of failure


though this is a useful mental tool, we still can't plan for all the surprises that may come our way.

